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 This article explains how to determine the tempo of the kendhang, an 

Indonesian traditional melodic instrument. This research presents novelty as 

technological research related to gamelan instruments, which has rarely been 

achieved thus far, through the introduction of kendhang tempo types through 

the sounds produced, with the hope of creating an automatic system that can 

recognize the kendhang tempo during a gamelan performance. The testing in 

this work will categorize the tempo of kendhang into three categories: slow, 

medium, and fast, utilizing one of the two scenario models proposed, mel 

frequency cepstral coefficients (MFCC) and convolutional neural network 

(CNN) in the first scenario, and mel spectrogram and CNN in the second. 

Kendhang's original audio data, which was captured in real time and later 

enhanced, makes up the data set. The model 1 scenario, which entails feature 

extraction using MFCC and classification using the CNN classification 

approach, is the best scenario in this research, based on the experimental 

results. When compared to the other suggested modeling scenarios, model 1 

has a level of 97%, an average accuracy, and a gain value of 96.67%, 

making it a solid assistant in terms of kendhang's good tempo recognition 

accuracy. 
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1. INTRODUCTION 

In principle, any musical instrument that produces sound and can be arranged in some way by 

musicians can be called a musical instrument, including a traditional Javanese musical instrument, namely 

the Javanese gamelan. The important acoustic parameters of Javanese gamelan are the pitch, frequency, 

tempo, and direction of sound played during gamelan performances [1]. This parameter is strongly influenced 

by the acoustic properties of each instrument, the position of the musician on the instrument played, the 

arrangement of the instruments on stage, and the acoustic characteristics of the room and the stage where the 

instrumental ensemble is played [2]. In a gamelan performance, several kinds of musical instruments are 

played simultaneously in the same notation. Each instrument in gamelan has its characteristics and creates a 

specific melody, which cannot be replaced or duplicated by another. One of the instruments in gamelan is the 

kendhang. Kendhang itself in gamelan performances is the main musical instrument to set the tempo of 

gamelan performances. Recognizing the sound of musical instruments, including in this case the sound of 

kendhang, is a fundamental problem in audio signal processing. The separation of two or more signals is very 

important in finding the characteristics of the signals. In addition, the separation of identical instruments can 

also be used for sound recognition from musical instruments [3]. Although it is currently difficult to define 
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the differences between each signal for various musical instruments, musical signals can be categorized with 

considerable specificity [4]. As a result, several projects and automatic classification methods have been set 

up forward recently. For example, to extract audio signals using mel frequency cepstral coefficients (MFCC) 

and classifiers like a k-nearest neighbors and support vector machines (SVM), use the recognition dataset of 

musical instruments prevalent in the Indian subcontinent, such as the harmonium, flute, monochord (ektara), 

wooden drum (dhol), tawala, and violin. To achieve the best classification performance, the results of this 

experiment use a classification algorithm that SVM with radial basis function (RBF). In the test set of the 

obtained data set, very high accuracy (97%) was attained [5]. In another study, experiments on three music 

databases with various characteristics—the western music collection (ISMIR 2004 database), the latin 

American music collection (ISMIR database LMD data), and the collection of African ethnic music—were 

conducted using the convolutional neural network (CNN) method in comparison to the SVM classifier. This 

experiment demonstrates that CNN is superior to other classifiers in several situations, making it a highly 

intriguing choice for music genre identification [6]. Another study, which classified input in the form of the 

mel spectrum from the audio signal of traditional Chinese musical instruments, in general, using an 8-layer 

CNN, achieved a classification accuracy of 99.3%. In addition, this study carried out additional trials in 

which the features were retrieved using the Res-Net model, followed by the classification of all the 

instruments using the SVM method, with an accuracy of 99.9% [7]. 

Although technological study on gamelan instruments is still hardly ever done, there have recently 

been several researchers, such as Sari et al. [4], who have noticed the emergence of gamelan musical 

instruments, evaluating the impact of window length on spectral characteristics retrieved using superimposed 

short-term fourier transform (STFT). The suggested approach demonstrates that it can generate an F-measure 

greater than 0.80 for some methods by adjusting the window length and selecting the proper dynamic 

threshold parameter [4]. Additionally, Tjahyanto et al. [8] employs the principal component approach and 

spectrum-based feature sets as feature extraction for the sound classification of gamelan instruments with the 

SVM method on RBF kernel [8]. These four categories of gamelan instruments are demung, saron, peking, 

and bonang. The results of the tests indicate that spectrum-based feature sets have an average F-size that is 

greater than appearance-based features. While the recognition of distinct tones for the musical instrument 

demung (63.89%) is lower than that for the saron (83.79%), the former is higher [8]. 

In terms of the dataset in the form of recorded audio signals and the kind of extraction procedure, 

the relevant experimental findings mentioned above are comparable to those of this work. The kendhang was 

the musical instrument utilized in this study, there were fewer tempo classes, and different characteristics of 

the extraction technique were used before the classification process, compared to the experiments conducted 

in the studies mentioned above. In this article, the researcher proposes several kendhang sound recognitions 

as a classification of kendhang tempo types. Just like audio data in general, of course, the audio data of the 

kendhang sound contains attributes that represent the tempo of the kendhang, so the audio recording data of 

the kendhang sound must be extracted to obtain sound object information. Several sound feature extraction 

methods can be used, but in this study, the feature extraction schemes used include MFCC and mel 

spectrogram. The MFCC itself is a sound signal feature extraction process that can recover the important 

information contained in the signal, produce data as minimal as possible without losing important 

information, and adapt the human sense of hearing to perceive sound [9]. Meanwhile, this research will also 

use a feature extraction scheme using the mel spectrogram method. The mel spectrogram is the result of 

feature mapping taken using the MFCC method, which will be classified and included in the classification 

method [10]. In addition, after the feature extraction process, the kendhang tempo recognition process in this 

study uses a CNN to perform the classification, this method is used for the classification process because it is 

very efficient to represent special models that allow extracting various features from the sound extraction 

process [11]. 

Reviewing some of the issues described above and the research that has been done before. This 

research presents a novelty as research related to gamelan instruments from a technological point of view, 

which until now has rarely been done through the introduction of kendhang tempo with the CNN method 

from the extraction of kendhang sound features using MFCC and mel spectrogram methods. Recognizing the 

types of kendhang tempos through the sounds produced by the kendhang is the goal to be achieved in this 

research, so it is hoped that an automatic system will be created that can recognize kendhang tempos when a 

gamelan performance is put on stage, so accuracy in recognizing that type of tempo is important. The rest of 

this document is divided into the following sections. Section 2 is an elaboration of research related to sound 

recognition on various musical instruments, including traditional gamelan musical instruments, as well as a 

comparison of classification methods that have been used. Section 3 contains the research design, including 

the datasets and analysis techniques used. The presentation of the experimental results can be found in 

section 4 of this article and ends with the results that are concluded in section 5. 
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2. EXPERIMENTAL SETUP 

2.1.  Reseach framework 

This experimental study aims to create two classification models for detecting tempo types of 

kendhang, a traditional Javanese percussion instrument. The kendhang tempo classification research 

framework, shown in Figure 1, was applied in this study. The research is separated into various steps, 

beginning with the collection of kendhang audio data and breaking it into two sections, training data and test 

data. The MFCC approach is used in model 1 to extract audio features from kendhang data, and the results of 

this extraction are processed with the use of a CNN for the classification of kendhang tempo types. 

 

 

 
 

Figure 1. Research framework for classification of tempo kendhang 

 

 

Model 2 employs a different technique for audio feature extraction, using the mel spectrogram. 

Following feature extraction, CNN was used to do classification. These two models were then put to the test 

to evaluate how effectively they could distinguish between different types of kendhang tempos. Criteria like 

accuracy, precision, recall, and F1-score are used to evaluate classification performance. This study 

framework aids in visualizing the research steps, from data collection to analysis of findings. The trial results 

will be published in a study report, along with conclusions stating which model is more effective at 

categorizing kendhang tempo types, as well as suggestions for further refinement and development. 

 

2.2.  Data acquisition 

The kendhang sound recording was completed professionally in a soundproof recording studio 

environment. Collaboration between skilled kendhang players and the recording technical team is essential 

for achieving the best possible sound quality. Sophisticated devices and equipment are employed to record 

the sound of the kendhang. Adobe audition, a dependable audio processing software, is used to record, edit, 

and treat kendhang sounds. The Shure SM57 microphone is connected to the computer through an M-audio 

external sound card. The Shure SM57 microphone is a great choice for recording musical instruments 

because of its clean sound and excellent response to recorded sound sources. The recording specifications 

were also extensively considered; a 48 kHz sample rate was used to capture the kendhang sound, 

guaranteeing a high degree of aural clarity. To produce audio with the same quality as a CD, a 16-bit 

resolution is utilized. The kendhang instrument's features dictated that mono channel recording be used, and 

the resulting files were saved in the uncompressed *.wav format, which preserves the original audio quality. 

The kendhang sound is captured as accurately as possible thanks to the expert sound recording technique and 

top-notch gear, which also serve as a strong foundation for additional analysis like audio feature extraction or 

application in music research and development. 

A total of 120 kendhang sound recordings in *.wav file format were used in this study. The 

recordings were divided into three tempo categories: slow, medium, and fast, each with 40 recordings. 

Technical notes were taken during the audio recording process about the following: the room, hardware (such 

as an external M-audio sound card and Shure SM57 microphone), sampling frequency, the distance between 

the microphone and the kendhang, and the rhythm of the kendhang sound when played. Figure 2 shows the 

kendhang tempo audio dataset, which is divided into three categories: fast in Figure 2(a), medium in  

Figure 2(b), and slow in Figure 2(c). This illustration includes two essential components of audio analysis: 

frequency and time. In this instance, frequency refers to the frequency spectrum of the recorded sound, and 
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the time axis shows how the sound has evolved. By displaying the frequency and timing characteristics of 

this dataset, the study was able to gain a better knowledge of the differences between the various types of 

kendhang tempos used in this experiment. This data is essential for training and testing models that classify 

kendhang tempos. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 2. Visualization of the (a) fast kendhang tempo audio dataset, (b) medium kendhang tempo types, and 

(c) slow kendhang tempo types 

 

 

2.3.  Audio pre-processing step 

Before proceeding to the pre-processing stage, the obtained dataset will go through a framing 

process, which is the process of cutting the kendhang tone recording at a predetermined time. The 

augmentation process is used in this study's pre-processing step. The audio data is augmented by adding 

several variations, including noise [12], which is a method for adding random values (noise) input to audio 

data, with an added value of 0.005 for each audio file. The pitch shifting method is the next variation of this 

augmentation; this method changes the pitch of the audio data without changing the speed or duration of the 

audio data at random [13], so that the audio duration remains constant and only the pitch is changed; the 

added value is between 0.8 and 1. The final variation in the data addition process is to randomly add up the 

amplitude values [14], with the added value ranging between 1.5 and 3. As a result of this augmentation 

process, the dataset has grown from 120 audio files to 1200 audio files. Furthermore, the audio data 

generated by the augmentation process, which is still a file with the *.wav extension, is clipped to the sound 

signal for the same duration of five seconds for each audio file, a process known as windowing [15]. The 

datasets in this study will be divided later. Following the pre-processing stage, the dataset will be divided into 

training and test data. For the division, the stratified splitting method was used. The stratified splitting 

method shuffles all of the data before dividing it into training and testing sets for each class [16]. The training 

and test sets are split in an 80:20 ratio 

 

2.4.  Concept of a convolutional neural network 

One of the deep learning strategies is the CNN [17]. The CNN is a derivation of the multilayer 

perceptron (MLP), a form of deep neural network [18]. CNN is intended to have an input (input) array with 

at least two dimensions. Whereas CNN and MLP both function in similar ways, CNN represents each neuron 

in two dimensions, while MLP only allows for one. A convolutional network also referred to as a CNN, is a 

particular kind of neural network with a topology resembling a grid that is used for data processing [19]. A 

CNN is a name given to a network that makes use of the convolution mathematical technique [20]. 

Convolution is a linear process in and of itself. A neural network that uses minimal convolution in one of its 

layers is said to be convolutional [21]. 
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An illustration of the CNN architecture implemented in this study is shown in Figure 3. The 

following part will go over each proposed model's architecture. The existence of convolutional and pooling 

layer pairings is what makes CNN unique [22], [23]. The convolutional layer uses two-dimensional input 

data to parse sub-matrix filters (strides) to extract structured information. By fusing the data from the step 

submatrices into a single value, the pooling layer condenses the output of the convolution matrix. The CNN 

architecture also has some fully connected layers, with the classifiers located in the topmost (final) layer [23]. 

 

 

 
 

Figure 3. The typical architecture of a CNN 

 

 

2.5.  Concept of the proposed method for model 1 

The experiment's proposed model 1 uses the feature extraction method known as MFCC to generate 

spectrograms of the input data for each kind of kendhang sound tempo [24]. This process converts the audio 

input into a time-frequency map, which provides valuable information on the acoustic characteristics of the 

kendhang. MFCC is used to transform the original audio data into a spectrogram, which is a graphic 

representation of the audio frequency spectrum across time. With the help of spectrograms, one can evaluate 

several aspects of audio, including rhythm, tempo, and other sound attributes, by understanding the way the 

frequency energy of kendhang sounds varies over time. The study's Figure 4 shows the spectrogram for each 

kind of kendhang tempo. Understanding the variations in the frequency spectrum between slow, medium, and 

fast tempos is made much easier with the help of this representation. These spectrograms will be used as 

input data in model 1's modeling methodology. This research uses advanced audio techniques (MFCC and 

spectrogram analysis) to handle kendhang data in a way that improves the detection of kendhang tempo types 

and allows for more accurate modeling. Figure 4 clarifies discrepancies that could be hard to notice in the 

raw audio data, providing a fuller understanding of the kendhang's sound qualities at different tempos. 

 

 

 
 

Figure 4. The spectrogram data for each type of tempo for model 1 

 

 

Sound feature extraction using the MFCC is a well-known and popular technique. A sound signal is 

used as the method's input, and an MFCC feature is produced as the method's output. One sound signal will 

result in several feature vector lines since each frame creates one feature vector. An audio signal is shown on 

a time domain graph in digital signal processing. However, the sound wave will be transformed into a vector 

in the MFCC [25]. A vector of numbers is returned by MFCC. The vector is a property (aspect) of a signal 
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that is shown as a spectrogram and contains a map of the intensity (energy) of the gathered spectrum [26]. 

The classification approach utilized in this study, the CNN method, is used to classify the kendhang tempo 

type utilizing the vector produced by the feature extraction procedure. The overall model 1 process is shown 

as follows in Figure 5. 

 

 

 
 

Figure 5. Architecture of model 1 for CNN classification and MFCC feature extraction 

 

 

Figure 5 depicts the architectural plan of model 1 for this study. Initially, using the MFCC approach, 

features are retrieved from the original kendhang tempo data. The spectrogram produced by this feature 

extraction approach captures the essential components of the kendhang audio signal. This spectrogram is 

used as input in the next stage, which entails using a CNN for classification. In the CNN classification stage, 

the spectrogram obtained from the MFCC feature extraction method is used as input data. In this perspective, 

spectrophotograms are considered images. CNN is a form of neural network design that can recognize 

complex patterns in picture data. CNN will analyze and process this spectrogram to uncover patterns that 

distinguish between different kendhang tempos. The classification of kendhang tempo kinds is the outcome 

of the CNN classification step. As a result, model 1 employs the MFCC technique to convert kendhang audio 

data into a spectrogram, and CNN is then used to categorize the type of kendhang tempo based on this 

spectrogram. Figure 5 displays the workflow from MFCC feature extraction to the CNN classification 

process as a visual depiction of model 1's architectural design. Based on spectral analysis of the audio signal, 

this method can provide a greater knowledge of kendhang tempo types. 

 

2.6.  Concept of the proposed method for model 2 

The feature extraction procedure in the proposed model 2 differs significantly from the feature 

extraction process in model 1 because it uses the mel spectrogram approach to extract features from the 

original kendhang tempo data. The output of feature extraction using the mel spectrogram approach is an 

audio signal's frequency spectrum, often known as a spectrogram because it changes over time. Melody is the 

abbreviation for it. This suggests that it is a measurement of a pitch-based perceptual scale. The mel 

spectrogram, which combines the mel scale and spectrogram, is a time-domain visual depiction of the 

frequency and amplitude of the sound [27]. Figure 6 displays the spectrogram data for each type of tempo. 

The outputs of this feature extraction procedure are fed into the CNN approach, which is the 

classification technique employed in this study, to classify the various tempo kendhang kinds. The overall 

model 2 process is shown in Figure 7. The feature extraction process as input, as shown in Figure 7, which 

uses the mel spectrogram approach to extract the original kendhang tempo data, is the main difference 

between model 2's architectural design and model 1's. This process later produces results in the form of a 

kendhang tempo-type classification. Models 1 and 2 will both undertake validation processes at the modeling 

stage utilizing the K-fold or K-fold cross-validation approach, as shown in the research framework of  

Figure 1. Finding out how well the proposed models perform for each model is the goal of this validation. 
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Figure 6. The spectrogram data for each type of tempo for model 2 

 

 

 
 

Figure 7. Architecture of model 2 for CNN classification and mel spectrogram feature extraction 

 

 

A cross-validation model called K-fold validation separates data with multiple k values and 

iterates/repeats up to k values. One of the key things to do with K-fold is to minimize fluctuations during the 

process model training, as well as to provide stable output and support the provision of reliable training errors 

[28]. K-fold validation is a cross-validation model that works by dividing data by multiple k values and 

iterating through k values. Badža and Barjaktarović [29] employs a K-fold validation scenario with a k 

iteration value of 10. To achieve the best precision value, experiments will be performed using a value of 

k=10. The training and test variations each utilize a combination of 10 pieces, and the iteration happens ten 

times [29]. 

 

2.7.  Evaluation model 

The model evaluation stage is the last step in the research framework for this experiment, and it is 

described in this sub-chapter. This stage is important to evaluate the effectiveness of the models created using 

the confusion matrix approach by the corresponding model suggestions. The confusion matrix is a matrix 

with rows and columns that displays the predictive accuracy using actual data [30]. This confusion matrix is 

used to assess the accuracy, precision, and recall of the classifier model in this study. The model that 

performs well is the one that receives the highest score across all three metrics. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑁𝑖𝑖
𝑛
𝑖=1

∑ ∑ 𝑁𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1

 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 =
𝑁𝑖𝑖

∑ 𝑁𝑘𝑖
𝑛
𝑘=1

 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙𝑖 =
𝑁𝑖𝑖

∑ 𝑁𝑖𝑘
𝑛
𝑘=1

 (3) 

 

The value of Nij is formed in classes Cj and Ci, respectively, where Nij is the number of samples. The ratio of 

the number of accurate forecasts to all predictions is shown by the accuracy value (1) [31]. The precision 
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value (2) is the sensitivity value or the accuracy value of the system between the information provided by the 

system to correctly display the data in a particular class. The recall value (3) is a value that indicates the level 

of success or specificity in correctly finding information about data of a particular class [32]. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Result of kendhang tempo recognition model with MFCC and CNN (model 1) 

The feature extraction procedure employing the MFCC technique in model 1 results in a two-

dimensional temporal frequency table with a size of 431×20. The MFCC features recovered from 431-time 

frames of kendhang audio data are represented in this table. There are 20 retrieved MFCC per frame. To 

create a prediction model, this table is used to combine feature extraction data from several frames. The 

training dataset used by this model includes samples of different kendhang tempos. CNN algorithm was used 

to develop this predictive model. Figure 8 shows the CNN architecture utilized to construct the prediction 

model, which explains the topology of this neural network. In this context, the MFCC extraction's temporal 

frequency table is considered an image, and CNNs are a sort of neural network that is good at finding 

patterns in image data. To train the model on a training dataset, the CNN architecture is used, allowing the 

machine to learn from varied drum tempos. This algorithm, once trained, may be used to predict and classify 

different types of drum tempos using previously unseen data. 

Model 1's performance can be rigorously evaluated using the K-fold validation scenario technique 

with 10 iterations. The data is separated into ten equal subset groups in this case. This procedure was 

repeated ten times during the trial, with one of the ten groups receiving validation data and the other nine 

groups receiving training data. This is carried out to guarantee a thorough evaluation of the model and its 

effective generalization to a range of test data sets. The experimental outcomes of model 1 are displayed in 

Table 1. Table 1 gives an in-depth view of model 1's performance across a range of iterations by providing 

data on accuracy, validation accuracy, loss, validation loss, and time of the experiment. This aids in the 

understanding of the model's classification accuracy and consistency for different drum tempo kinds by 

researchers. The information in this table enables a thorough evaluation of the model's functionality and aids 

researchers in determining whether the model produces accurate findings. 

 

 

 
 

Figure 8. Summary of the architecture for model 1 

 

 

Table 1. Performance of model 1's classifier utilizing cross-validation and parameter configuration 
N-Fold (K) Accuracy Validation accuracy Loss Validation loss Time (minutes) 

1 95.60 92.71 0.11 0.23 00:04:07.91 

2 92.71 93.75 0.17 0.20 00:04:07.33 
3 95.83 88.54 0.11 0.24 00:04:04.56 

4 92.94 91.67 0.22 0.29 00:04:00.36 

5 92.82 95.83 0.17 0.17 00:04:04.23 
6* 97.45 94.79 0.07 0.13 00:04:00.64 

7 95.25 91.67 0.16 0.22 00:03:22.26 
8 91.78 86.46 0.25 0.35 00:03:22.29 

9 90.97 94.79 0.22 0.20 00:03:28.28 

10 92.48 90.62 0.20 0.22 00:03:27.11 
Average 93.78 92.08 0.17 0.23 00:04:12.40 

Note: *) Best performance 
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According to the experimental findings for model 1, the average model training process takes 4 

minutes and 12 seconds, the average model accuracy is 93.78%, and the loss value, which measures the 

difference between the actual label and the predicted label, is 0.17. According to Table 1, the experimental 

validation method for the sixth iteration (k=6), with an accuracy rate of 97.45%, a time of four minutes, and a 

loss value of 0.07, has the best accuracy when estimating the tempo of kendhang. Figure 9 displays the 

summary outcomes of the model with k=6 that was run using the Adam optimizer, the 20-epoch 

hyperparameter, and the loss of sparse categorical cross-entropy. 

According to the accuracy and length of the model learning process, model 1 k=6 cross-validation 

becomes a model in the suggested model 1 scheme, which is then utilized to create the confusion matrix 

using the test dataset as shown in Figure 10. The confusion matrix displays the model's performance in 

identifying or predicting the class of kendhang tempo. Model 1 can correctly identify 80 test types of "slow" 

kendhang tempo, or it can forecast the complete test dataset for the type of slow tempo kendhang in the 

"slow" class, according to the confusion matrix above. Model 1 can properly predict up to 75 sets of test data 

by recognizing the "medium" tempo type. 

 

 

  
 

 

Figure 9. Performance of model 1 on training data with k=6 cross-validation 

 

 

 
 

Figure 10. Confusion matrix of model 1 

 

 

The set of test data must be included in the "medium" tempo type even though one set of test data is 

wrongly predicted to be of the "slow" tempo type and four sets of test data are incorrectly expected to be of 

the "fast" tempo type. The audio signal that was recorded as the "medium" tempo type is indicative of this 

prediction inaccuracy because it resembles other tempo kinds. Three test datasets are wrongly predicted to 

have this kind of "fast" tempo, with two of them being falsely classified as having a "medium" tempo and 

one of them being falsely classed as having a "slow" tempo. However, 77 accurate test datasets are classified 

as "fast" tempo kinds. 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 13, No. 2, June 2024: 1687-1701 

1696 

3.2.  Result of kendhang tempo recognition model with mel spectrogram and convolutional neural 

network (model 2) 

In the proposed model 2, the mel spectrogram technique is applied in the workflow to develop a 

feature extraction procedure. Following this extraction, a 431×128 two-dimensional time-frequency table is 

generated. In comparison to the kendhang tempo data, the table provides a more thorough description of 

auditory aspects in this context. This feature has 431-time frames, with 128 attributes per frame used to 

characterize audio quality. The data in this time-frequency table is used to develop a prediction model. Using 

a training dataset and the CNN approach, this model generates a prediction model that can categorize various 

types of kendhang tempos. 

Figure 11 shows the specifics of the CNN utilized in model 2's prediction model design. CNNs are a 

suitable choice for understanding patterns in image data, and time-frequency tables are considered image data 

in this sense. Model 2 is designed to classify kendhang tempo types more correctly by employing features 

derived from kendhang tempo data with the mel spectrogram approach, and it employs the CNN method to 

discover patterns in audio data that may be difficult to distinguish. Figure 11 shows the model architecture, 

allowing for a better understanding of how time-frequency table features are used by the CNN for 

classification. The results of the K-fold validation scenario with an iteration value of 10 will therefore 

technically be carried out in 10 experimental iterations in order to provide the best estimate of the model in 

model 2. Table 2 presents the model 2 experimental results. 

The experimental results of model 2 show that the average training session lasts 24 minutes and 30 

seconds. The models' accuracy is 73.70% on average. Calculating the difference between the actual label and 

the projected label yields a loss value of 0.56. For the ninth iteration (k=9), the experimental validation 

process is shown in Table 2 with an accuracy rate of 93.98%. The model with k=9 has the best ability to 

predict kendhang tempo, with a loss value of 0.07. Figure 12 displays the summary outcomes of a 20-

iteration run of a model with k=9 utilizing hyperparameters, sparse categorical cross-entropy reducers, and 

the Adam optimizer. 

 

 

 
 

Figure 11. Summary of the architecture for model 2 

 

 

Table 2. Performance of model 2's classifier utilizing cross-validation and parameter configuration 
N-Fold (K) Accuracy Validation Accuracy Loss Validation Loss Time (Minutes) 

1 87.15 82.29 0.4 0.51 00:24:02.11 

2 70.37 80.21 0.68 0.53 00:24:00.54 

3 83.45 93.75 0.4 0.24 00:23:56.24 
4 91.9 94.79 0.22 0.17 00:23:49.39 

5 69.68 85.42 0.75 0.46 00:23:55.88 

6 40.15 30.21 1.08 1.09 00:27:03.10 
7 87.96 90.62 0.31 0.24 00:24:32.62 

8 34.03 33.33 1.1 1.1 00:24:14.34 

9* 93.98 89.58 0.17 0.33 00:25:39.70 
10 78.36 87.5 0.53 0.39 00:24:51.82 

Average 73.70 76.77 0.56 0.51 00:24:30.47 

Note: *) Best performance 

 

 

Based on the length of the learning process and the outcomes of the performance evaluation,  

Model 2 with the k=9 cross-validation approach was determined to be the best model. This indicates that 
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Model 2 requires less training time in this arrangement and provides excellent accuracy. The test data set is 

used to test this model after the best model has been chosen. The test's outcomes are displayed as a confusion 

matrix, demonstrating how well the model categorizes the different kinds of kendhang tempos. The confusion 

matrix is visualized in Figure 13, demonstrating how effectively model 2 can identify the kind of kendhang 

tempo found in the test data. The number of accurate classifications (true positives), false positives (false 

positives), and false negatives (false negatives) are all represented in the confusion matrix. Metrics including 

accuracy, precision, recall, and F1-score, which give a general picture of the model's performance in 

categorizing different kinds of kendhang tempos, can be assessed from this confusion matrix. 

For up to 73 data sets out of 80 data sets, which are the test data sets, the scheme 2 models can 

correctly predict the kendhang tempo in the "medium" class. Seven data sets were unpredictable, with five 

predictions in the "fast" class and two in the "slow" class. The scheme 2 model's precision in predicting the 

"medium" class kendhang tempo is 91.25%, expressed as a percentage. Model 2 correctly predicts the "slow" 

class tempo type test dataset with 83.75 percent accuracy or 67 of the 80 a testing data. While the rest were 

predicted incorrectly, that is, six data sets were classified into the "medium" class and the other seven were 

classified into the "fast" class. Meanwhile, model 2 has an 86.25% prediction accuracy in recognizing "fast" 

type kendhang tempos, with 69 out of 80 test data correctly classified. While the rest of the data was 

unpredictable, three of them were predicted incorrectly in the "slow" class and eight in the "medium" class. 

 

 

  
 

 

Figure 12. Performance of model 2 on training data with k=9 cross-validation 

 

 

 
 

Figure 13. Confusion matrix of model 2 

 

 

3.3.  Evaluation model for each best model scheme 

The best modeling outcomes from each research design were assessed and compared in this study to 

better understand the differences in model accuracy. Figure 14 depicts the variations in the accuracy of each 

model provided in this research as a result of this comparison. This diagram depicts the performance 
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differences between models 1 and 2. The epoch value in this experiment was set to 20, which specifies the 

number of iterations or training cycles completed by the model. In terms of accuracy, a comparison of 

models 1 and 2 will provide a clearer idea of which model is better at distinguishing kendhang tempo types. 

Figure 14 illustrates the results of the hyperparameter adjustment for the epoch 1 experiment, which 

produced accuracy values of 33% for model 1 and 35% for model 2. Additionally, there is a contrast in the 

two models' accuracy differences. Model 1's average is greater than model 2's. The point with the greatest 

accuracy disparity between the two models, or 53.82%, is reached when the epoch value is set to 11. The 

accuracy of model 1 at epoch 11 was 91.78%, which was two times better than model 2's accuracy of 

37.96%. The final accuracy value produced is directly proportional to the epoch value changing and 

increasing. An epoch value of 20 results in a final accuracy value of 97.45% for model 1 and 93.98% for 

model 2. In Figure 14, the accuracy value increases exponentially over 20 epochs for both models 1 and 2. 

Every scheme's best model is assessed for accuracy as well as how well it performs in terms of measurement 

precision and recall. Figure 11 depicts the proposed research model's precision and recall measures. Precision 

and recall are metrics used to assess system performance. Precision is the correspondence between the 

portion of the data retrieved and the information required. The precision value can also be referred to as the 

sensitivity value or the system accuracy value. It is based on the information provided by the system to 

display the precise type of tempo based on its type. 

Figure 15 depicts the results of the data analysis. The average precision value for model 1 was 

96.67%, with the highest precision value of 98% in the "slow" class kendhang tempo. This graph 

demonstrated that 98% of the correct signal type ("slow") tempo of the entire signal predicted "slow" tempo 

type. The precision values for the "medium" and "fast" tempo types have the same interpretation. Meanwhile, 

model 2's average precision is 87.3%, which is lower than model 1's average precision. Precision is 84% and 

85% for "medium" and "fast" class kendhang tempos, respectively; these values are close together. This is 

due to the similarity of the signals from "medium" and "fast" tempos, which affects precision in each class. 

As shown in Figure 15, which depicts the recall variance of each model proposed in this study, the recall 

value is a value that indicates the level of success or specificity in determining the correct information about 

tempo class data. This value specifies how much of the signal is predicted for a given tempo when compared 

to the total signal for that tempo. On average, the recall value for model 1 is 96.67, which is higher than the 

recall value for model 2. As an example, the lowest recall value in model 2 for the "slow" tempo type is 84%. 

This value indicates that 84% of the signals predicted to be of the "slow" tempo type are of the "slow" tempo 

type, compared to 100% of the signals that are of the "slow" tempo type. If the data test for the "slow" tempo 

type includes up to 80 datasets, then 84% of the signals are predicted to be of the "slow" tempo type. 

 

 

 
 

Figure 14. Comparison of the accuracy of each proposed model 

 

 

Model 1 has the highest accuracy score of 97% based on comparisons of the accuracy, precision, 

and recall values of the suggested models. Aside from that, model 1's average precision and recall are 

approximately 96.67%. In simpler terms, model 1 exhibits outstanding precision and memory together with a 

high degree of accuracy in drum tempo classification. To put it briefly, the model in scenario 1 uses MFCC 

to extract features from kendhang audio signals, while CNN is used for CNN classification. According to the 

evaluation results, model 1 is a great fit for this task and effectively identifies the different types of drum 

tempos with good memory, precision, and accuracy. 
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Figure 15. Comparison of performance evaluation of the best schematic models (precision and recall values) 

 

 

4. CONCLUSION 

This article describes the CNN application to distinguish between three different kendhang tempos. 

This study takes a different approach from other studies in that it focuses on understanding the tempo of 

traditional Javanese instruments, which are rarely played. Other findings reported in the scientific literature, 

on the other hand, attempt to identify the sounds of instruments used in modern music. This study classifies 

the kendhang tempos into three categories: slow, medium, and fast. Our strategy is solely based on the 

kendhang instrument's speed. The number of audio files increased from 120 to 1200 in total. A spectrogram 

of the audio sample, which is the output of feature extraction using the MFCC for model 1 and the mel 

spectrogram for model 2, is provided by CNN as input. Eighty percent of the whole dataset is used to train 

the architecture, while the remaining twenty percent is used to test it. To enhance the performance of the 

kendhang tempo recognition system, modeling makes use of model 1, specifically feature extraction using 

MFCC and classification utilizing the CNN classification approach after feature extraction. In comparison to 

other proposed modeling systems, the proposed model 1 performs well in terms of accuracy for good 

kendhang tempo recognition, with a 97% rate and with an average precision and recall value of 96.67%. The 

results of this study serve as a technological contribution to the study of gamelan musical instruments and as 

a reference point for the development of kendhang tempo musical instruments. 
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