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 A network on chip’s performance is greatly impacted by network congestion 

due to the substantial increase in latency and energy utilized. Designing 

routing strategies that keep the network informed of the status of traffic is 

made easier by machine learning techniques. In this work, a reinforcement-

based congestion-aware Q-routing (CAQR) technique has been presented. 

The proposed algorithm performed better in comparison to the conventional 

XY routing method tested against the SPEC CPU2006 benchmark suite in 

the gem5 NoC simulator tool. The suite used has 4 benchmarks, namely, 

namd, lbm, leslie3d and bzip2 which can be used for the cores in the 

network in any combination. The tests were run with 16 cores on a 4×4 

network with the maximum instruction count supported by the system (here 

5,000). The proposed Q-routing algorithm showed an average of 19% 

reduction for benchmark simulation as compared to the Dimension-ordered 

(X-Y) routing for readings of average packet latency which is a crucial 

factor in determining a network’s efficiency. The analysis also shows an 

average reduction of 24%, 10%, 23% and 47% in terms of average packet 

network latency, average flit latency, average flit network latency and 

average energy consumption across various benchmarks. 
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1. INTRODUCTION 

As technology continues to advance, communication networks require optimal performance to 

enable faster data transmission. Communication on the chip is an emerging technology where different 

modules integrate on a single chip, known as a system-on-chip (SoC) [1]. The network on chip (NoC) [2] 

technology has become a cost-friendly approach for data transfer in SoCs [3]. Overcoming the latter’s 

challenges of reliability and scalability along with providing modularity [4], the NoC is simply a systematic 

architecture designed especially for communication among subsystems integrated onto a chip via a network. 

The interconnection network features a topology with many nodes positioned in a specific pattern, where 

every node consists of a functional component–the processing element (PE) and a router. These routing 

components are connected via bidirectional links, enabling efficient communication within a network by 

determining the appropriate path to transmit packet data [1], [5]. 

In an NoC architecture, the transmission of data packets to distant nodes raises concerns regarding 

latency, mainly because of the massive hop counts in an overloaded network. To mitigate this issue, a 

wireless-NoC (WiNoC) architecture has been introduced, which helps to minimize the hopping distance by 

incorporating wireless capabilities in specific nodes and utilizing them for data transmission [6]. But the 

congestion issues remained in the busy nodes while dealing with dense traffic scenarios. To minimize the 
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congestion problem, the network must dynamically learn the traffic information. The technological 

advancement helps to provide an optimal solution using machine learning (ML), as it enables the network to 

analyze the current state and improve decision-making capabilities. Research on the integration of ML 

capabilities with network communication has been ongoing for several years. The ultimate goal is to transmit 

data packets into least congested route, ensuring fast delivery to their destination and ML approach is a 

valuable one for achieving this objective. In this work, a “congestion-aware Q-routing” (CAQR) strategy is 

developed which employs reinforcement learning (RL) concepts [7]. A value-based RL strategy utilized Q-

table for managing Q-values. The Q-routing is a routing algorithm which is adaptive and congestion-aware 

that uses Q-learning to estimate Q-values to observe the outcomes of specific actions. The algorithm is 

intended to monitor both local and global congestion status, and utilizes Q-values from a generated Q-table to 

direct a node towards optimal route for forwarding data packets. The section 3.2 provides a detailed 

discussion of this approach. The algorithm has been developed using Gem5, a NoC simulator [8]. The 

proposed framework strives to enhance network abilities by minimizing the average packet latency (APL) as 

well as minimizing energy utilization.  

This research is an extension to a previously published paper [9] where the Q-routing proposed in 

the study was analyzed with the synthetic traffic and this paper extends the work by analyzing the same with 

benchmark traffic using the SPEC CPU2006 suite. The section 2 presents the existing work. Section 3 

discusses a thorough technique that comprises the ideas of RL and Q-learning and how they relate to the 

suggested Q-routing. Section 4 presents the outcomes of the experiment and an analysis of same. A brief 

discussion of possible future enhancements is presented in section 5 along with concluding the work 

presented so far. 

 

 

2. RELATED WORK 

DeepNR, an adaptive routing technique was proposed in [10] which was based on deep RL. It 

incorporates routing directions as actions, network information as state representations, and queueing delay 

as the reward function. With the Gem5 simulator, DeepNR was tested for artificial and real-time traffic 

scenarios. Additionally, the proposed work is tested against the benchmarks from SPEC CPU 2006. 

Based on the information about traffic and congestion at the NoC, Reza and Le [11] proposes a similar 

routing technique which employed three RL algorithms at runtime. Power-saving methods such as power 

gating and the concept of dynamic voltage and frequency scaling (DVFS) were used in NoCs by Zheng and 

Louri [12]. During runtime, an artificial neural network (ANN) based RL approach is used to predict the 

traffic status of NoC. The use of deep RL (DRL) in router less NoC architecture [13] has recently been 

reported as well as the optimization of energy usage and power consumption [14]. 

Farahnakian et al. [15], a method called “Clustered Quality” (CQ) routing which clusters the 

network and provides potential solution to minimize the overhead issue. The inter and intra cluster has been 

used by Q-routing and XY routing respectively for packet transmission. Each cluster maintain a CQ-table 

with a design that is exactly like a Q-table to enable this strategy. Assuming the identical traffic scenarios for 

every cluster, potentially resulting in unfavorable outcomes. Additionally, the energy usage and latency of 

the proposed framework is comparatively high for WiNoC.  

Hu and Marculescu [16] proposed a method where the routing policy called DyAD is designed by 

combining deterministic routing methods with the adaptive routing methods. In case of network congestion, 

the policy works adaptively otherwise deterministically. This shows an improvement in performance as 

compared to a completely adaptive routing policy. Wu et al. [17] used a method called the contention-aware 

input selection (CAIS) which selects an input channel among many options that are under contention for 

same output channel. This method showed improved routing efficiency. It makes its selection by observing 

the number of requests for an input channel and the one with higher contention levels than the others is 

chosen thereby removing possible congestion in future.  

Ebrahimi et al. [18] presented an agent-based NoC (ANoC) structure that estimates the congested 

areas by getting the global congestion information sent across the network. The network is parted into 

divisions called clusters and each such obtained division is a cluster agent which is responsible for 

communicating the status of its local congestion with the neighboring cluster and circulate the information. A 

method called congestion aware selection (CAS) is designed and using the global and local information, the 

packets are routed efficiently.  

Chen et al. [19] present ML algorithms that make use of ANN concepts. The designed algorithms 

can be applied to solve various wireless networking challenges. It has an overview of the basic architectures 

for each type of ANN and the tutorial summarizes the specific wireless problems which can be used for 

future work.  

Nilsson et al. [20] proposed a memory less switch design which decides how the packets are 

emitted. If there is a congestion observed the packets are deflected in a non-ideal path. A novel approach 
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called proximity congestion awareness (PCA) was designed so as to keep the information of the neighboring 

switches in the current switch. These are called the stress values which indicate the load level in that switch. 

Hence, the one with the least stress value among the neighboring switches is the path with least congestion. 

Farahnakian et al. [21] employed an NoC simulator based on Omnet++ and evaluated a routing method that 

is CAQR approach. It works by estimating the current traffic state in the network to mitigate congestion. 

However, in the absence of congestion, the latency is relatively high in comparison to conventional routing 

strategies. High efficiency was demonstrated by Majer et al. [22], through the dynamic selection of packet 

routing policies using an RL technique. By selecting an optimal routing technique based on various network 

states has been implemented for the corresponding network state. Reza [23], showcased the effectiveness of 

deep Q-learning (DQL) in enabling a single agent to maintain a comprehensive record of Q-value vectors for 

every router action within the network, thereby eliminating the need for individual Q-tables at each node and 

minimizing the associated overhead.  

Deb et al. [24], presented adaptive routing techniques that are both cost-effective and capable of 

forwarding packets to distant nodes through specialized channels constructed using a technology called the 

transmission line (TL) technology. The inclusion of additional TLs on the chip decreases the network 

diameter, by reducing the APL. The objective listed for the architectures, secured bank treasury receipt 

(SBTR) and electronic (e-SBTR), is to minimize the number of intermediate hops and thereby reduce packet 

latency. The effectiveness of these techniques is evaluated by utilizing benchmark mixes from paralax of one 

arc second (PARSEC) and SPEC CPU 2006 and the findings reveal that the architecture e-SBTR 

outperformed the current express virtual channel method, as it attains less hop count and reduced packet 

latency. 

Ahmad et al. [25] introduced a novel framework that transmits congestion data within the data 

packet. The approach is executed on a field-programmable gate array (FPGA)-based mesh NoC. Compared 

to current congestion-aware routing (CAR) strategy, the proposed approach minimizes latency, maximizes 

throughput, and requires less bandwidth for exchanging the congestion data among routers. Rad et al. [26] a 

detailed summary of the congestion control (CC) strategies currently used in WiNoCs. The identified 

strategies are categorized into six different categories, which encompass CAR algorithms, Media access 

control (MAC) protocols, hardware resources-based CC, rate-based CC, task-migration using mapping and 

CA architectures. Objective of this study is to emphasize different traits and the limitations of CC strategies 

using a fresh perspective, that can help fellow researchers in developing effective schemes. Arun et al. [27] 

proposed an efficient model using 2D Mesh NoCs. Results from experiments show that this strategy reduces 

the total link traversals necessary to achieve multicast communication and thereby improves the average 

multicast transaction latency.  

 

 

3. DESIGN AND IMPLEMENTATION 

The concepts used in developing the proposed algorithm are described in this section. A brief 

introduction to Q-learning, a discussion of Q-tables and a congestion-aware Q-routing is presented. The 

section concludes with an introduction of SPEC CPU 2006 Benchmark. 

 

3.1.  Q-learning 

A reinforcement learning agent doesn’t depend on training but learns by performing set of actions 

and observing their results. If the result is good, it gets a better positive reward. A penalty is given otherwise. 

This way an optimal action, i.e., one with the maximum reward, is chosen. The Q-learning employs value-

based RL strategy. The Q-table keeps track of the current state space, available actions, next state space 

estimated using the previous two and the Q-value. Selecting an action during the beginning of learning 

happens randomly–called the exploration. At the end of learning, the selection happens based on the prepared 

Q-table – called the exploitation. Initially, the table entries for each state s, action a are initialized to zero. An 

action is selected based on epsilon-greedy strategy where the value of the epsilon refers to the probability to 

explore or exploit. An immediate reward r is received and the new state called s’ is observed. The existing Q-

value denoted by Q(s,a) is updated with Q’(s,a) in the table based on the values of reward r and Q(s’,a) as 

shown in (1) where γ is the discount rate and α denotes the learning rate. The process continues iteratively, 

updating the Q-value at each step, until the learning has stopped.  

 

Q'(s,a)=Q(s,a)+α[r+ γ maxaQ(s',a)-Q(s,a)]  … (1) 

 

Q-routing is designed based on the concept of Q-learning. The Q-table is built keeping a network of 

nodes as the environment. The Q-values helps the data packet to find the optimal neighbour. Suppose a node 

x needs to send a packet to destination node d via the neighbouring node y, then the Q-value Qx(y,d) needs to 
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be kept updated iteratively. This value here depends on three factors, viz., the queuing delay qy when a packet 

spends time in node y’s queue, the transmission delay (δ) for time taken to travel from x to y and the time 

taken for the packet to reach ‘d’ from ‘y’. Thus, the q-value Qx(y,d) gets updated with Q’x(y,d) using the 

aforementioned factors as shown in (2) [9]. The neighbouring node with the minimum q-value will be the 

optimal node to send a packet through. 

 

Q'x(y,d)= Qx(y,d)+ α(Qx(y,d)+ qy+ δ- Q'x(y,d)) … (2) 

 

3.2.  Q-table 

Consider an example of a 3x3 mesh network as shown in Figure. 1. The suggested approach uses a 

novel Q-table to assign a Q-value to each network instance. In a 2D mesh topology, there are NxM nodes 

with Q-tables, where ‘N’ and ‘M’ represents the total rows and columns respectively. 

 

 

 
 

Figure 1. Q-routing algorithm 

 

 

The Table 1 comprises four fields such as Q-value which correspond to each Q-table, output port, 

current and destination node. Assume a packet is travelling by the longest route available in the network, 

from y = 0 to the d = 8. Say the packet is at node 4 for instance ti = t. By considering lowest Q-value at node 

4, the packet chooses one of two feasible routes to travel to d = 8. There are only 2 ways to use to route the 

packet to its destination, despite there being 4 alternative paths accessible at node 4. Alternatively, node 5 or 

7 may receive the packet. Both East and North ports are permitted. Next, the packet is directly transferred to 

the adjacent node by retrieving the minimal Q-value among two nodes in the Q-table. 

 

 

Table 1. Example of a Q-table for node 4 
Current Node (y) Destination node (d) Output port Q-value 

4 0 South, West … 

4 1 South … 

4 2 South, East … 

4 3 West … 

4 4 Local … 
4 5 East … 

4 6 West, North … 

4 7 North … 
4 8 East, North … 

 

 

3.3.  Congestion-aware Q-routing (CAQR) algorithm 

Figure 2 depicts the proposed technique that was developed and used in the gem5 simulation tool. 

On top of the preexisting XY algorithm, the tool offers an extension for adding unique algorithms. Take 

packet p from source node x that is directed at destination node d. The incoming port information contained 

in the route information details of the flit is extracted when p is at node Y. The preceding node from which 

the packet originated is identified using the inbound port. Let x be the node before it. The Q-values of each 

node, as listed in Table 1, are placed into a static vector. A packet only has two alternative paths from node y 

to destination node d. The port with the lowest Q-value is ultimately chosen after the Q-values for the two 
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potential output ports for node Y have been extracted. The packet will be sent further down the network 

using this output port. Following the computation of the output port, (3) is used to determine the new Q-value 

of x, the preceding node. 

 

𝒬x(y,d)new = 𝒬x(y,d)old  + 0.5*(0.7*𝒬y(z,d) + qy + δxy - 𝒬x(y,d)old )… (3) 

 

The Q-update approach in Figure 3 also provides a description of the procedure in Figure 2 for 

improving the data of the previous node. In addition, a learning rate of 0.5 is utilised for the system to attain 

50% review, and a discount rate of 0.7 is applied. The RL-based model is trained for 50 steps, updating the 

Q-values each time. The final obtained Q-table helps to transfer every packet at the completion of training 

phase. 

 

 

 
 

Figure 2. Q-learning-based Q-routing algorithm 

 

 

 
 

Figure 3. Algorithm to update Q-table 
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3.4.  SPEC CPU2006 benchmark 

The SPEC CPU2006 [28] benchmark suite used to evaluate the proposed algorithm is developed and 

maintained by the “standard performance evaluation corporation” (SPEC) which is a widely accepted and 

established industry standard benchmark used to assess the performance of machine at the processor level. 

The benchmark suite is structured to present practical workloads that are representative of actual-world 

applications, including scientific simulations, multimedia processing, and encryption algorithms as opposed 

to synthetic benchmarks. The suite provides for two categories of benchmarks which aim to measure the 

performance of compute intensive integer (CINT2006) and floating-point processing (CFP2006). Among the 

four used in the research, bzip2 belongs to the former category and the rest, that is, leslie3d, namd and lbm, 

belong to CFP2006. Bzip2 is a compression benchmark where the input sets are compressed and then 

decompressed at three different compression levels. The end result is then compared to the actual data after 

every decompression step. Leslie3d is a Computational fluid dynamics model benchmark that queries an 

array of turbulence phenomena such as acoustics, combustion, mixing and fluid mechanics. Namd 

benchmark is based on molecular dynamics that computes inter-atomic interactions to simulate a 

biomolecular system. Lastly, lbm is fluid dynamics benchmark that compute 3D velocity vectors for cells of 

the incompressible fluid aiming to simulate it in 3D. The utilization of the SPEC CPU2006 benchmark in 

network on chip (NoC) research serves the purpose of assessing the efficiency of processors and memory 

subsystems in systems based on NoC, which is a communication architecture that utilizes interconnected 

processing elements (PEs) to facilitate data and information exchange. 

 

 

4. EXPERIMENT RESULTS AND ANALYSIS 

We used gem5 simulation software's system call emulation mode to conduct the proposed work. 

Agarwal [5] is a cycle-accurate network model that simulates router architecture and is used to evaluate NoC. 

In this work, ALPHA ISA is used in conjunction with the Ruby memory design on an 4x4 2-d Mesh 

Topology within the Garnet network to analyze the characteristics of the proposed Q-routing method in 

comparison to the conventional XY routing strategy available in Gem5 using the SPEC CPU2006 benchmark 

suite. The link latency among the nodes has been varied randomly from the default value 1 so as to create a 

congestion scenario. 

The tests were conducted on a 4x4 network with 16 cores, utilizing the maximum supported 

instruction count of the system (5,000 in this case). The algorithm was evaluated against the CPU2006 

benchmark suite and Figure 4(a) shows the comparison between XY and Q-routing in terms of APL for 

different benchmarks. When employing the namd workload on all cores, the reduction in APL was 

determined to be approximately 19%. The leslie3d workload exhibited the highest APL reduction, with a 

value of 27% while bzip2 shows the least reduction with a value of 15%. When utilizing the lbm workload on 

all cores, the CAQR technique exhibited an approximate 26.5% decrease in the APL as compared to the XY 

routing algorithm. Additionally, when running simulations with an equal combination of all four benchmarks, 

the APL reduction was determined to be 9%. The average improvement across the readings here is about 

19%. Figure 4(b) also shows the comparisons in terms of APNL where the highest reduction is found to be 

when using leslie3d with a value of 31% and lowest with the bzip2 with a value of 17.5%. The average is 

found to be about 24%. 

 

 

  
(a) (b) 

 

Figure 4. Comparison of XY and Q-routing in (a) terms of average packet latency (APL) and  

(b) average packet network latency (APNL) using SPEC CPU 2006 benchmark suite 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 13, No. 1, March 2024: 798-806 

804 

Figure 5(a) shows the comparison between XY and Q-routing in terms of average flit latency. The 

highest reduction was obtained using leslie3d with a 31% improvement while with bzip2 there was no 

reduction observed. The average improvement across all the benchmarks is about 10%. The comparisons in 

terms of average flit network latency are shown in the Figure 5(b) shows highest reduction of 31% when 

using leslie3d and lowest of 16% when using bzip2. On an average the improvement is about 23% across all 

the combinations. 

Figure 6(a) shows the comparisons in terms of average energy utilization in mJ. The highest 

reduction is found to be in leslie3d of about 53% and least in the combination network with 37% reduction. 

The average reduction across all readings is found to be 47%. The Figure 6(b) also shows the average power 

consumption in mW. The readings are almost same for both XY and Q-routing for all the cases which is 

justified by the fact that Q-learning would find the optimal path by the reinforcement mechanism which 

requires traversing random paths in the beginning of the simulation. The results indicate that the congestion-

aware Q-routing algorithm from this study performed better than the XY routing algorithm, particularly with 

regards to average packet latency, which is a significant factor in determining a network's efficiency. 

 

 

 
 

(a) (b) 

 

Figure 5. Comparison of XY and Q-routing in (a) terms of average flit latency (AFL) and (b) average flit 

network latency (AFNL) using SPEC CPU 2006 benchmark suite 

 

 

  
(a) (b) 

 

Figure 6. Comparison of XY and Q-routing in (a) terms of average energy utilization and (b) average power 

using SPEC CPU 2006 benchmark suite 

 

 

5. CONCLUSION 

The research presents a Q-routing method that is congestion-aware that lowers average packet 

latency and also reducing the energy utilization in an NoC. The algorithm is tested using the CPU2006 

benchmark suite. In terms of average packet latency, the proposed congestion-aware Q-routing (CAQR) 

algorithm clearly outperformed the XY routing algorithm, which is an important component in determining a 

network's efficiency. This Work can further be extended to implement congestion-aware Q-routing for a 



Int J Artif Intell ISSN: 2252-8938  

 

Performance analysis of congestion–aware Q-routing algorithm for network on chip (Smriti Srivastava) 

805 

WiNoC and perform the analysis of various simulation parameters like average packet latency, power, energy 

and area with various traffic patterns. 
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