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 Breast cancer is detected by screening mammography wherein X-rays are 

used to produce images of the breast. Mammograms for screening can 

detect breast cancer early. This research focuses on the challenges of using 

multi-view mammography to diagnose breast cancer. By examining 

numerous perspectives of an image, an attention-based feature-integration 

mechanism (AFIM) model that concentrates on local abnormal areas 

associated with cancer and displays the essential features considered for 

evaluation, analyzing cross-view data. This is segmented into two views 

the bi-lateral attention module (BAM) module integrates the left and right 

activation maps for a similar projection is used to create a spatial attention 

map that highlights the impact of asymmetries. Here the module's focus is 

on data gathering through medio-lateral oblique (MLO) and bilateral 

craniocaudal (CC) for each breast to develop an attention module. The 

proposed AFIM model generates using spatial attention maps obtained 

from the identical image through other breasts to identify bilaterally uneven 

areas and class activation map (CAM) generated from two similar breast 

images to emphasize the feature channels connected to a single lesion in a 

breast. AFIM model may easily be included in ResNet-style architectures 

to develop multi-view classification models. 
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1. INTRODUCTION 

Breast cancer normally affects women that are middle-aged within the age group of 15 to 54 [1]. 

Globally and in Mexico, the rate of deaths and cases caused due to malignancy of neoplasms are rising. The 

World Health Organization (WHO) states that there are claims of 460,000 fatalities out of 1,350,000 reported 

cases globally. The WHO also claims that by the year 2025, the count of these cases will reach 19 million. 

Breast cancer is identified early by the study of mammography [2]. Developed is a non-invasive imaging 

approach termed mammography shows a decrease in the rate of mortality by 30 to 70% because of the increased 

sensitivity in the recognition of breast cancer at its early stages [3].  

The imaging of mammography can be done either digitally or conventionally. An X-ray image of 

decreased dose from the breast of the patient is a mammogram and this is normally captured by the use of two 

views, namely, medio-lateral oblique (MLO) and bilateral craniocaudal (CC). Over the last two decades, there 

has been an increase in this methodology that helps radiologists to detect anomalies [4]. Hence, radiologists 

study the possibility of mass being present, which could be cystic, lumps, or little deposits of calcium that are 

normally seen in irregular forms and are termed micro-calcification. Presently, mammography is categorized 

into three main divisions, full field digitalized mammograms (FFDM), screen film mammogram (SFM), and 
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digitalized breast tomosynthesis (DBT). Mammograms of the FFDM class are also called digitalized 

mammograms. One of the disadvantages is the result depends on the age of the patient, the density of the breast, 

and the type of lesion. Specifically, considering the high density of breasts, are more difficult to see 

‘radiographically’ and show a lesser contrast between the cancerous parts and their background [5]. Although, 

there are upsides of digital mammography compared to film based. A few of the main upsides of digitalized 

mammogram are the mammograms can be stored for a longer time without any loss in quality, they can be 

easily replicated and there is less radiation exposure to the patient.  

Various methodologies of pre-processing are applied to digital mammograms for the improvisation 

of their quality and are advantageous in the following phases in the formation of computer-aided diagnosis 

(CAD) systems such as classification. Various pre-processing methods enhance the quality of mammography, 

which include enhancement of contrast and quality. The utilization of a particular method is dependent on the 

specific task of pre-processing for resolution. The traditional methods of CAD utilize features of images that 

are mostly made up of manually created characteristics. This method for identifying calcification combines 

machine learning, frequency decomposition, stochastic modeling, and picture enhancement. The detection of 

mass is followed by approaches based on pixel and region. Considering the progress of neural networks, its 

ability to automate features to learn from huge data sets for training is possible. An end-to-end system is 

provided for the extraction of features for building classifiers. In addition, this learning methodology is robust 

towards noise in the dataset that makes it adaptable for the detection of abnormalities and their diagnosis in the 

images of mammograms [6]. 

Classification, and detection, as well as a diagnosis based on deep learning studies towards computer 

vision, have attained popularity in recent times and have advanced rapidly. Convolutional neural networks 

(CNN) are standard in the applications of image recognition. Considering various tasks executed on 

autonomous, robust systems as well as mobile applications, higher-skilled software in comparison to humans 

is done by the use of machine learning techniques. CNN are specifically used for the distinction of minute 

details that are not observed by people. Since CNN are a topic of emerging interest, their utilization in the 

methods of medical imaging is adequate. Presently, considering the medical field, the level of decision, initial 

diagnosis, determining the level of disease. Taken by experts has not been met [7]. The high rate of mortality 

as well as the recurring development of breast cancer in middle-aged women causes medicine with CAD to be 

a rapidly growing area of study. In Figure 1 a sample representation of a bi-lateral attention module (BAM) 

and a bi-projection attention model (BPM) is shown. 

 

 

 
 

Figure 1. BAM and BPM attention maps 

 

 

Various tasks of medical imaging utilize data from different modalities. However, it could be tedious 

to effectively combine. Since multi-modal images are normally registered as well as seen as various channels 

of input for a neural network, various views of images could be tough to properly register. Hence, most models 

with multi-views process the views individually and are combined only after pooling globally; this neglects 

any correlation locally among views. If these correlations locally are essential for image interpretation, the 

models can be improvised by connecting the views of the feature at a spatial and initial level. The single-view 

attention mechanism precisely refers to relevant attributes in a single view of the input image by evaluating the 

significance of different spatial regions. It develops an attention map that emphasizes the focal points of the 

input image, focusing on the model's attention to specific details and enhancing object recognition precision. 

The two-view attention model highlights key aspects of an object from different perspectives to improve object 

recognition in computer vision applications. New imaging techniques, refinements to existing methods, and 

detection methods targeted at identifying different types of breast cancer are all examples of advancements in 
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the field of breast cancer detection. Deep learning has emerged widely for the classification of images and 

specifications. 

− The proposed attention-based feature-integration mechanism (AFIM) model is developed that performs the 

classification process used in diagnostic mammography.  

− Second, upon experimental evaluation, the proposed AFIM may boost lesion localization abilities during 

the training phase and classification performance compared to the single-view and two-view attention 

models. 

This particular research is organized as follows: the first section of the research work starts with the 

background of breast cancer, and techniques to handle digital mammograms for improvisation. The second 

section discusses the existing work for imaging mammography. In the third section, AFIM is designed and 

developed along with modeling and architecture; AFIM is evaluated considering the different datasets along 

with comparative analysis. 

 

 

2. RELATED WORK 

Considering CNN are used in research in the field of medical imaging to identify and categorize 

lesions [8]. For the tasks of BAM classification of breast masses, the methods based on CNN automatically 

learn effective features as well as the performance of complete training. On completion of training, the model 

outputs the probabilities of masses in the breast based on a mammography input image. The main goal of 

CNN's mass categorization research is to improve CNN's input [9], the structure of the CNN as well as the 

methods of training. The improvisation of the CNN combines mask image as well as the mammography of 

mass in the breast into two-phase images of input for CNN. The combination of images enhanced, residue 

image, and the initial image into three phases of the image of CNN input.  

Considering the improvisation of the structure of CNN, the [10] removal of the completely linked 

layers are utilized for classifying CNN, as well as an intermediate level of features and features of high level 

for the support vector machine (SVMs) for classification of breast mass (BM). The Leaky rectified linear unit 

(ReLu) is used as the function of activation and utilized for dropout to the completely linked layers for building 

the CNN model along four layers of CNN and three completely linked layers for the classification of BM [11]. 

The normalization layer for local response is removed based on AlexNet and a layer of BM is added after every 

convolutional layer by the use of the activation function of parametric rectified linear unit (PReLU) rather than 

the activation function of ReLU so that it results in improved performance of classification in comparison to 

the original effect of AlexNet. A vast stride has been made in the training of CNN [12]. The study proposes a 

CNN scheme of training and has applications for various rates of learning for training distinct parts at various 

phases of the model. Finally, a BM localization model and classification are obtained of masses in the breast 

based on whole images.  

After the training of the CNN model, all the layer of convolution is frozen as well as trained the layer 

that is completely linked that maximizes feature distance among classes [13]. This reduced the distance feature 

inside the class. After which, the same count of the samples is chosen at random from the dataset for training 

and interchanged with the samples that are misclassified in the set for validation to furthermore enhance the 

robust nature of the classification model. In addition, there exist methodologies for the classification of masses 

in the breast that are a combination of features that are traditional as well as features with depth. For instance, 

a CNN is used along with a mechanism for feature selection for extraction of features from both the views of 

masses in the breast and the region surrounding it, as well as combined 17 features extracted. That are manually 

built from CNN and all the features are finally processed by the use of recurrent neural network (RNN) for 

building a classification BM model for masses in the breast that handles incomplete information [14]-[17]. 

Similarly, the fusion of CNN is explored, as deep features are extracted as well as hand-designed features. It 

has been proved experimentally that the traditional features are defective and impossible for future 

improvisation of the effect of classification of the CNN by fusion. Therefore, considering breast masses feature 

extraction, the features extracted in CNN have a higher abstract and complete representation rather than 

manually built features. Hence, this study uses methods based on CNN for BM classification of masses in the 

breast to furthermore improvising performance concerning classification.  

This suggests a unique classification model for the diagnosis of breast cancer based on a hybridized 

CNN, an improved optimization approach, and transfer learning to help radiologists properly identify 

anomalies [18]-[22]. For optimization, the marine predator's algorithm (MPA), and opposition-based learning 

are incorporated to solve the fundamental problems with the original MPA. The ideal CNN hyper-parameter 

parameters are determined using the improved marine predators’ algorithm (IMPA). The suggested technique 

employs a CNN model trained on residual network (ResNet50). The IMPA-ResNet50 architecture is built using 

this model and the IMPA algorithm. It is difficult to identify the presence of cancer using digital mammography 

pictures [23]. This work creates an autonomous system for cancer diagnostics by combining CNN and picture 
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texture attribute extraction into a single technique. To categorize data at the CNN level, a nine-layer proprietary 

CNN is deployed. To increase classification effectiveness, uniform manifold approximation (UMAP), and 

projection are used to identify textural traits and minimize their dimensions. 

A state-of-the-art CAD method that aids radiologists in finding and organizing data on breast cancer 

detection [20]. Four different assessments are carried out to find the best categorization approach. The trained 

deep CNNs AlexNet, GoogleNet, ResNet50, and Dense-Net121 are used in the first model in this example. 

The second approach incorporates trial-and-error features using a three-kernel SVM algorithm. The following 

example shows how fusing deep features and deep attributes may improve categorization. 

 

 

3. PROPOSED METHODOLOGY 

Using a CNN, multi-view mammography pictures are classified (CNN). Convolutional filters, pooling 

layers, and several layers that are all related in some way make up CNNs. These layers collect visual input, 

decrease their dimensionality, and make predictions based on previous input. In a classification of multi-view 

mammograms, a CNN is frequently trained on a large dataset of multi-channel images representing 

mammograms. Each channel represents a unique mammogram, which might include craniocaudal or MLO 

views. The CNN is trained during training to identify patterns and features in each mammogram image that are 

predictive of benign or malignant tumors. CNN may be configured to categorize new mammograms based on 

their characteristics. Figure 2 shows the proposed model.  

 

 

 
 

Figure 2. Proposed model 

 

 

3.1.  Attention-based feature-integration mechanism 

This method focuses on attention-based or salient feature-based mechanisms. This attentional bias 

enables the brain to ignore irrelevant information and concentrate on essential features, enabling effective and 

precise processing of visual information. The many characteristics or dimensions of visual stimuli, such as 

color, shape, and orientation, come together during the feature integration process to produce a cohesive 

perceptual entity. By focusing on the stimulus of the most crucial features, AFIM make sure that the pertinent 

components are integrated correctly and efficiently. 

The input given to the attention model consists of activation maps as AMCC
left, AMCC

right
, AMMLO

left , and 

 AMMLO
right

. A lateralized attention module estimates the 2-D salience maps {SMcc, SMMLO} ∈ƿ1∗l∗b for the 

craniocaudal (cc) and MLO view based on the same projection's left and right activation maps, as well as the 

simultaneous lateralized attention module evaluates the 1-D channel attention Map as {SMleft, SMright}∈ ƿc∗1∗1 

for the projection view of one breast via the left and right projection attention module. In the next section, the 

BAM and BPM attention models are dealt with,  

− BAM: Bilateral attention is a computational component used in deep learning methods for computer vision 

applications. Focusing on the essential, fundamental aspects of the image improves accuracy. By evaluating 

the relative importance of several features and merging that data with the initial input, the module creates 

a new feature representation. This attention is utilized in various computer vision applications, including 

segmentation, object detection, and picture categorization. The left and right images of the breast show a 
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similar project that is generally symmetric, the activation maps are specifically aligned, and the BAM 

module integrates left and right activation maps for a similar prediction that generates a spatial attention 

mechanism (SAM) to increase the essentiality of asymmetric regions. Figure 3 shows the development of 

the BAM AM ϑ for prediction ϑ ∈ {CC, MLO}. Average max − pooling for activation maps with the channel 

axis AMCC
left, AMCC

right
 individually and combine them to generate an activation descriptor, then application 

of pooling operation on the channel axis to showcase an informative region. Following a sigmoid layer with 

four output channels that compresses the output, the descriptor passes via a convolution layer with four 

output channels, a ReLU function, and an output channel, 1 ∗ l ∗ b class activation map (CAM) AM ϑ. The 

BAM for prediction ϑ is depicted as shown in (1). Here δ denotes the sigmoid function, τ denotes the 

convolutional block whereas Pool and MaxPool denote the average − pooling, and max − pooling. 

 

AM ϑ = δ(τ([Pool(AMϑ
left)MaxPool(AMϑ

left); Pool(AMϑ
right

)MaxPool(AMϑ
right

)])) (1) 

 

− BPM: this module is a deep learning approach for image classification problems involving the detection of 

discrete object components. The BPM build this model; the Bi-projection module collects feature 

representations of multiple object components by projecting the input picture onto two distinct subspaces, 

giving the model fine-grained object information. The attention module then selectively focuses on 

characteristics in the feature representations, allowing the model to focus on the essential features and 

increase classification accuracy. This module focuses on aggregating the information through CC, MLO for 

each breast to develop an attention module. Figure 4 here depicts the evaluation of the attention map as 

SMd from AMcc
d  and AMMLO

d  hered ∈ {left, right}. It is difficult to find the correspondence among the 

images acquired through the projection angle, and the spatial characteristics of input AM, the pooling, and 

Max − pooling are applied on AMcc
d and AMMLO

d  the output is integrated into a 4p*1*1 vector. This is then 

forwarded through the multilayer perceptron (MLP) by a single hidden layer to form a c ∗ 1 ∗ 1 AMd this 

is computed by (2): 

 

AMd =  δ(MLP[Pool(AMcc
d )MaxPool(AMcc

d ); Pool(AMMLO
d )MaxPool(AMMLO

d )])) (2) 

 

Here δ in (3) the weights are spread between the left and right breasts, which symbolize the sigmoid 

function. The activation map for each element is fine-tuned by multiplying the attention map plus 1. Here ⊗ 

shows the multiplier for each element, whereas ∈ {left, right} and ϑ = cc and MLO to point out a certain side 

or projection. The channel attention values are dispersed to execute multiplication, and the attention values are 

replicated with the spatial dimension. 

 

AM d
ϑ∗ = (1+AM ϑ) ⊗ (1 + SMd) ⊗  AM ϑ

d  (3) 

 

 

 
 

Figure 3. BAM 
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Figure 4. BPM 

 

 

3.2.  Classification of mammogram 

A specific view of the non-attention is converted into a multiview, upon an AFIM between two 

convolutional layers, her the three methods are concatenated into a standard model. A sample consists of 4 

mammogram images with associated labels, the right − CC, and right − MLO Images are horizontally rotated 

to maintain the spatial arrangement for the left-breast measurements. Here each view is depicted as 

(rϑ 
d , sϑ 

d )d∈{left,right},ϑ∈{cc,MLO} here rϑ 
d  the mammography illustration for side d and prediction ϑ and sϑ 

d ∈ {0,1} 

for ground truth-value. The value is allocated to each breast shown as sCC 
d = sMLO 

d  for two breasts of one patient 

having a different label. The input makes an independent forward pass via the convolutional blocks, further fine-

tuned by the last AFIM through a layer of pooling for the spatial dimension 1*1, The prediction is produced by 

applying each vector to a common layer. Finally, yet importantly the loss between the predictions and the 

pertinent label is computed and sent to determine the gradient is shown in Algorithm 1. 

 

Algorithm 1. Attention-based feature-integration mechanism 

Input Activation maps of different views to screen mammography, { AMCC
left, AMCC

right
, 

AMMLO
left , AMMLO

right
}∈ƿc∗l∗b 

Step 1 For ϑ = CC, MLO do 

   Compute lateralized attention AM ϑ ∈ ƿ1∗l∗b  through projection ϑ based on AMϑ
left      and AMϑ

right
 

as depicted in equation (1) 

end for 

Step 2 For d = left, right do 

   Compute lateralized attention SMd ∈ ƿc∗1∗1  through projection ϑ based on AMcc
d       and AMMLO

d  

as depicted in equation (2) 

end for 

Step 3 For ϑ = cc, MLO do 

For d = left, right do 

   Compute lateralized attention AM ϑ
d∗  through side d projection ϑ based on equation 

end for 

Step 4     end for 

output Activation maps AMCC
left∗, AMCC

right∗
, AMMLO

left∗ , AMMLO
right∗

 

 

3.3.  Deep-net approach 

The deep-net model is denoted by −> β , here α denotes the image and β represents the classification 

mechanism. A neural network consists of H convolutions and P connected layers shown in (4). Here {gx(. )}x=1
H  

denotes a convolutional layer, δhshows the layer's parameter h of the neural net consisting of the weight matrix 

Ah ∈ βkh∗kh∗ah∗kh−1 and bias vector jh ∈ βkh with kh ∗ kh to denote a layer's filters' size h which shows kh−1 

input and kh output networks, ggv,P in a fully connected layer associated with weights {Agv,P}}p=1
P . Where 
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Agv,P ∈ βagv,p−1∗agv,p denotes the connection to and from the biases {jgv,P}}p=1
P  whereas gout denotes the 

logical regression layer associated along the weights Aout ∈ βagv,p ∗ V and bias jout ∈ βv. The convolutional 

layer h ∈ {1, , , , , , H} of the neural-net is shown as shown in (5). Here ^ depicts the convolution, Gh =
[gh,1,……….,gh,kh

], where G0 denotes the input segmentation map v or l. The H − th convolutional layer consists 

of fully connected layers that take input as the volume gH ∈ β|gH|. Here gHdepicts the distance of the specific 

vector. k-linear transformation to be used as shown in (6). Here ggv ∈ βagv,p, the softmax function over a 

classification layer is depicted as linear transformed input as shown in (7). 

 

g(e, δ) = gout(ggv,P(…ggv,1(gH(… . . g1(s, δ1)…., δH), δgv,1) … . , δgv,P), δout), (4) 

 

Gh = gh(eh−1, δh) = Ah^Gh−1 + jh (5) 

 

ggv=ggv(GH, δgv) = (Agv,P … . . (Agv,1gH + jhv,1) … . . +jhv,P) (6) 

 

gout = gout(ggv, δout) = softmax(Aoutggv + jout) (7) 

 

Whereas softmax(m) =
km

∑ km(u)
u

, and gout ∈ [0,1]V shows the output through the assumption. V depicts the 

total number of output classes. It consists of three channels in the first phase and the second phase consists of 

4096 nodes, the logistic regression stage denotes the softmax layer consisting of three nodes. There consists of 

two types of model inputs: i) to fit the input into the input channel, the 2-D input model duplicates the input as 

an image or segmentation three times; and ii) the input mass and segmentation map are transmitted via the 3-

D model to the three input channels for a single view. The training process to estimate 

δ = δ1, … . . , δH, δgv,1, … . . , δgv,P, δout] is focused on for the training set, thereby reducing cross-entropy loss. 

Here K depicts the cases available for training.  

 

h(δ) =
1

K
∑ gout,a

oK
a=1 logba (8) 

 

3.4.  Representation learning 

The pre-training stage uses the ImageNet dataset 𝝉 to model x = g(a;  δ) here  

δ = δ1, … . , δH, δgv,1, … . , δgv,P, δout]. Focused on minimizing the loss associated with training using V classes 

from 𝝉. The model here is [pre-trained that initializes the model parameter shown as δ1 = δ1 … . .,  
δH = δH, δgv,1 = δgv,1 and δout is analyzed through random values. The model is further fine-tuned by 

minimizing the loss by utilizing V classes from 𝝉. The focus is on the parameters with the pre-trained model that 

shows the success of the similarity of the fine–tuning process focused on a wide variety of pre-trained layers. 

 

 

4. RESULT  

The result section involves a comparison with two datasets the mammographic image analysis society 

(MIAS) dataset where the proposed system is compared with the existing state-of-art techniques wherein the 

method CNN [15]. Local activation weighted sum (LAWS) and artificial neural network (ANN) [16], visual 

geometry group 19 (VGG19) [17], extreme learning machine (ELM) [18], Deep-CNN [19], Inception V3 and 

U-shaped encoder-decoder network (U-Net) [20]. Deep feature fusion and SVM [21], deep feature fusion and 

support vector machine-radial basis function (SVM-RBF) [22], ensemble CNN [23], convolutional neural 

network bidirectional long-sort term memory (CNN-BiLSTM) [ES] [24], IMPA-ResNet50 [25] and the results 

are plotted in the form of a graph for accuracy. For curated breast imaging subset of digital database for 

screening mammography (CBIS-DDSM) dataset is compared for single-view classifier and 2-view classifier 

the proposed system is compared with the existing state-of-art techniques. Wherein the method CNN [26] 

gives, deep-CNN [26], MorphHR [27], pooling structures-CNN [28] and the results are plotted in the form of 

a graph for area under the ROC curve (AUC). 

 

4.1.  Dataset details 

Here we use two datasets to evaluate our proposed model with the existing state of art techniques. The 

two most popular datasets used are the MIAS dataset and the CBIS-DDSM dataset. A subset of the digital 

database for screening mammography (DDSM) data is chosen and assembled for the CBIS-DDSM collection 

by a skilled mammographer whereas, for the MIAS dataset, the data is made up of mammography scan images 

and labels or comments. 
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− MIAS dataset: here the MIAS dataset consists of only 330 images total across all mammography classes in 

the MIAS dataset. The normal scan size is 1024 pixels. Due to its enormity, the dataset is not appropriate 

for training but is used for exploratory data analysis and as an addition to test data. 

− CBIS-DDSM dataset: the DDSM has been improved and is now known as CBIS-DDSM. 2,620 scanned 

mammography film studies may be found in the DDSM. Normal, benign, and malignant cases are supplied 

with validated pathology data. 

 

4.2.  Metrics 

Metrics such as accuracy and AUC are vital for evaluating classification models. Accuracy measures 

the proportion of correct predictions, while AUC quantifies the model's ability to discriminate between classes 

across various thresholds. Both metrics offer distinct insights into model performance, helping assess its overall 

effectiveness in classification tasks. 

− Accuracy: accuracy is the degree to which a particular set of measures (observations or readings) 

correspond to their actual value. 

 

Accuracy =
TP+TN

TP+TN+FP+FN
  

 

− AUC: the matrix values are changed to provide 1s to cells where the positive case ranks higher than the 

negative case and 0s to cells where the negative case ranks higher to calculate the AUC. 

 

 

4.3.  Experiment analysis 

The experimental analysis is carried out on the MIAS dataset with the existing state-of-art techniques 

wherein the method CNN [15] gives a value of 90.5, LAWS and ANN [16] gives a value of 93.9. VGG19 [17] 

gives a value of 94.39, ELM [18] gives a value of 96.02, deep-CNN [19] gives a value of 96.55, Inception V3 

and U-Net [20] gives a value of 96.87. Deep feature fusion and SVM [21] gives a value of 97.4, deep feature 

fusion and SVM-RBF [22] gives a value of 97.93, ensemble CNN [23] gives a value of 98, CNN-BiLSTM [ES]–

existing aprroach [24] gives a value of 98.56, IMPA and ResNet50 [25] gives a value of 98.88 and the proposed 

system gives a value of 99.46. Figure 5 shows the accuracy comparison of the MIAS dataset.  

 

 

 
 

Figure 5. Accuracy comparison of the MIAS dataset 

 

 

The experimental analysis is carried out on the CBIS-DDSM dataset for single-view classifier AUC 

is plotted with the existing state-of-art techniques. Wherein the method, VGG/ResNet [26] gives an AUC value 

of 75, ResNet [27] gives a value of 75.22, MorphHR [28] gives an AUC value of 79.64. Whereas the existing 

system [29] generates a value of 80.33 and the proposed system gives a value of 82.46, which performs better 

in comparison with the existing system. Figure 6 shows the AUC for single-view classifier comparison.  
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The experimental analysis is carried out on the CBIS-DDSM dataset for 2-view classifier AUC is 

plotted with the existing state-of-art techniques wherein the method CNN [26] gives an AUC value of 68.49, 

deep-CNN [26] gives an AUC value of 75. MorphHR [27] gives an AUC value of 83.13, pooling structures-

CNN [28] gives a value 83.8 whereas the existing system [29] generates a value of 84.83 and the proposed 

system gives a value of 87.66, which performs better in comparison with the existing system. Figure 7 shows 

the AUC for 2-view classifier comparison.  

 

 

 
 

Figure 6. AUC for single-view classifier comparison 

 

 

 
 

Figure 7. AUC for 2-view classifier comparison 

 

 

4.3.  Comparative analysis 

The comparative analysis is carried out by comparing the proposed system with the existing system 

and the percentage of improvisation is evaluated as shown in Table 1. For the MIAS dataset, the improvisation 

in terms of accuracy sums up to 0.9089%, whereas for the CBIS-DDSM dataset for single view-based AUC, 

the improvisation sums up to 2.61687%. Whereas for the CBIS-DDSM dataset for two views-based AUC the 

improvisation sums up to 3.87232%, upon conclusion, we can state that the attention-based feature-integration 

mechanism-proposed system (AFIM-PS) model gives better results in comparison with the existing system for 

both datasets and various metrics considered. Table 1 shows the comparative analysis.  
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Table 1 Comparison analysis 
Dataset ES AFIM-PS Improvisation (%) 

MIAS dataset for accuracy 98.56 99.46 0.9089 
CBIS-DDSM dataset single-view-AUC 80.33 82.46 2.61687 

CBIS-DDSM dataset two-view-AUC 84.83 87.66 3.87232 

 

 

5. CONCLUSION 

In this paper, a unique AFIM model is developed that precisely focuses on specific components or 

features of a visual stimulus while overlooking other components. It is necessary for visual perception and 

cognition, particularly in tasks that require the synthesis of information from several sources, it also analyses 

the cross-view information from four mammography images and learns implicitly that shows emphasis on 

cancer-related local abnormalities is proposed. The experimental results reveal that the AFIM. In terms of 

classification accuracy, the multi-view attention model performs better than the existing single-view attention 

models. For the MIAS dataset, the improvisation in terms of accuracy sums up to 0.9089%, whereas for the 

CBIS-DDSM dataset for single view-based AUC, the improvisation sums up to 2.61687%. Whereas for the 

CBIS-DDSM dataset for two views-based AUC the improvisation sums up to 3.87232%, upon conclusion, we 

can state that the AFIM-PS model gives better results in comparison with the existing system for both datasets 

and various metrics considered.  
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