
IAES International Journal of Artificial Intelligence (IJ-AI)
Vol. 13, No. 2, June 2024, pp. 2165∼2172
ISSN: 2252-8938, DOI: 10.11591/ijai.v13.i2.pp2165-2172 ❒ 2165

Generative adversarial network-based phishing URL
detection with variational autoencoder and transformer

Jishnu Kaitholikkal Sasi, Arthi Balakrishnan
Department of Computing Technologies, College of Engineering and Technology, SRM Institute of Science and Technology,

Kattankulathur Campus, Chengalpattu, TN, India

Article Info

Article history:

Received Jun 9, 2023
Revised Oct 31, 2023
Accepted Dec 2, 2023

Keywords:

Cyber crimes
Generative adversarial networks
Phishing URLs
Transformers
Variational autoencoders

ABSTRACT

Phishing attacks pose a constant threat to online security, necessitating the de-
velopment of efficient tools for identifying malicious URLs. In this article, we
propose a novel approach to detect phishing URLs employing a generative ad-
versarial network (GAN) with a variational autoencoder (VAE) as the genera-
tor and a transformer model with self-attention as the discriminator. The VAE
generator is trained to produce synthetic URLs. In contrast, the transformer dis-
criminator uses its self-attention mechanism to focus on the different parts of the
input URLs to extract crucial features. Our model uses adversarial training to
distinguish between legitimate and phishing URLs. We evaluate the effective-
ness of the proposed method using a large set of one million URLs that incor-
porate both authentic and phishing URLs. Experimental results show that our
model is effective, with an impressive accuracy of 97.75%, outperforming the
baseline models. This study significantly improves online security by offering a
novel and highly accurate phishing URL detection method.
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1. INTRODUCTION
In this modern digital environment, cyber crimes are more widespread than ever. Among this, phishing

attacks are scandalous because of their wide range of attacking levels and the anonymity of attackers [1].
This poses a serious threat to individuals, organisations, and their sensitive data. In order to trick users into
disclosing private information, such as passwords, credit card numbers, or personal information, phishing
attempts frequently use fraudulent emails, messages, or websites that act as reliable sources [2]. A record-
breaking 1,270,883 phishing attacks were reported during the third quarter, according to the anti-phishing
working group (APWG) report from 2022. This is the highest quarterly figure ever recorded, highlighting
the need for quick and efficient solutions to stop this growing threat. With 23.2% of all reported incidents,
the financial sector in particular has been a top target for phishing attacks. Business email compromise (BEC)
attacks, a sophisticated form of phishing, have continued, and during the third quarter, there was a 59% increase
in wire transfer BEC attacks. The report also reveals a startling 1,000% increase in advance fee fraud scams
that are sent via email, highlighting the constantly evolving methods used by cybercriminals. It is essential to
recognise and block these phishing URLs in order to ensure online security and prevent users from becoming
victims of cybercriminals [3].
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Modern methods for identifying phishing URLs frequently rely on manual analysis, heuristics, or
rule-based algorithms, which find it difficult to keep up with the attackers’ constantly changing strategies
[4]. Therefore, it is imperative to create reliable and automated techniques for efficiently detecting phishing
URLs. Machine learning (ML) and deep learning techniques have recently demonstrated excellent results in a
number of fields, and their use in phishing URL identification has enormous promise [5]. Since ML can learn
automatically from the training dataset, numerous researchers have been looking at it for phishing detection.
Features are taken from the URL in this. To achieve the highest level of accuracy, many of them created
various feature extraction strategies for ML algorithms. With the help of ML algorithms like decision tree,
support vector machine, random forest, and K-nearest neighbor, some researchers are able to detect phishing
URLs with an accuracy of more than 90% [6]-[11]. The manual feature engineering of these models is their
primary flaw. It implies that because the data were extracted based on manual interpretations, it’s possible
that crucial features that machines might have picked up on were missed. After that point, more researchers
proposed deep learning-based techniques due to the automatic feature extraction characteristic of deep learning.
Phishing detection systems based on convolutional neural network (CNN) were given in methods [12]-[16],
while some researchers [17]-[21] utilized recurrent neural network (RNN), multilayer perceptron (MLP), long
short-term memory (LSTM), and its hybrid models. The majority of the approaches were more than 95%
accurate. However, the system’s biggest flaw was its inability to recognize dynamic phishing URLs and use
imbalanced data sets.

In this work, we propose a novel method for phishing URL detection using a generative adversarial
network (GAN) that comprises a variational autoencoder (VAE) as the generator and a transformer model with
self-attention as the discriminator. While VAEs can capture latent representations and generate realistic URL
samples, generator parts have demonstrated remarkable success in producing synthetic URLs. The transformer
model uses self-attention mechanisms to distinguish between legitimate and phishing URLs. The primary
goal of this research is to implement a reliable and accurate phishing URL detection system that can adapt
to changing phishing tactics and offer a strong defence against them. We aim to increase the accuracy and
effectiveness of phishing URL detection, enhancing online security for people and organisations, by using the
capabilities of GAN with VAE and transformer.

2. METHOD
The proposed methodology uses a GAN architecture with VAE as the generator and a transformer

model with self-attention as the discriminator. The system aims to accurately detect phishing URLs and en-
hance online security against attacks [18]. Figure 1 shows the workflow of the proposed model and the follow-
ing paragraphs outline the key components and steps of the proposed method.

Figure 1. Workflow of the proposed model
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2.1. Dataset preparation
Dataset preparation focuses on collecting and preparing the dataset. It comprises one million URLs,

including both phishing URLs from different sources as shown in Table 1 [22]. The CSV file consists of a
URL column and a label column with corresponding labels (0 for legitimate URLs and 1 for phishing URLs).
The tokenizer from Keras is used to tokenize URLs at the character level. Sequences of tokens are generated
using texts to sequences. pad sequences are used to ensure that all urls are of the same length. In order
to clean, normalise, remove duplicates, and ensure a balanced distribution between phishing and legitimate
URLs, various data preprocessing methods are used. The data set is split into 80% training and 20% testing
sets using train test split [23].

Table 1. Dataset source details
URL data set Source

Legitimate URLs Majestic Million, Common Crawl, Kaggle, GitHub, and Alexa
Phishing URLs PhishTank, Kaggle, Common Crawl, and OpenPhish

2.2. Variational autoencoder as generator
With the aim of developing a latent representation of URLs and producing synthetic URLs that closely

resemble genuine ones, the VAE is trained on the prepared dataset. By limiting the reconstruction loss, the
generator’s performance is optimised, resulting in the generation of realistic URLs. In order to learn a low-
dimensional representation (latent space) of the input URL sequences, the VAE model is built [24]. The maxi-
mum sequence length of the URLs in the dataset determines the input shape of the VAE. This guarantees that
each URL sequence will be processed with the same length. The encoder portion of the VAE is added as a thick
layer. The encoder layer reduces the input URL sequences’ dimensionality to the designated latent dimension
[25]. This is accomplished by projecting the input data into a lower-dimensional space via a non-linear trans-
formation (activation function). The decoder portion of the VAE is added as a further dense layer. The latent
representation created by the encoder is used by the decoder layer to reassemble the URL sequences. It returns
the data’s original dimensionality [26].

The Adam optimizer, a well-liked option for training neural networks, is used to create the VAE
model. The VAE’s aim is the binary cross-entropy loss function. It calculates the discrepancy between actual
input URL sequences and predicted URL sequences. The VAE model is trained on the training URLs using
a predetermined batch size and number of epochs. The model gains the ability to encode URLs into a lower-
dimensional representation and decode them again to recreate the original sequences during training. The
model is prompted to produce precise reconstructions of the input URLs by minimising the binary cross-
entropy loss during training. In this method, the VAE model is trained to recognise the key traits and patterns
in the input URL sequences. The remaining steps of the phishing URL detection system can make use of the
efficient encoding and reconstruction of the URLs made possible by the reduced-dimensional latent space [27].

2.3. Transformer model with self-attention as discriminator
As the discriminator element of the GAN, the transformer model with self-attention is introduced. The

transformer discriminator is pre-trained on a sizable corpus of text data, enabling it to extract URL context. To
enable the discriminator to accurately identify between legitimate and phishing URLs, fine-tuning is carried
out on the training set of URLs using a binary classification goal [28]. The discriminator model is constructed
to classify URLs. The discriminator model consists of several layers. Figure 2 represents the structure of the
discriminator.

Figure 2. Structure of discriminator
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− Embedding layer: the input URLs are converted to detailed vector representations by this layer. It helps
in capturing the semantic intent behind the URLs.

− Multi head attention layer: the self-attention technique is used by this layer to extract key details from the
embedded URL sequences. It enables the model to concentrate on different aspects of the input during
processing. Figure 3 shows the multi head attention mechanism [29]. In actuality, we simultaneously
compute the attention function on a collection of queries that are gathered into a matrix Q. In matrices K
and V, the keys and values are also condensed together. Multiple simultaneous attention layers combine
to create multi-head attention. The output matrix is calculated as follows:

MultiHead(Q,K, V ) = Concat(h1, h2, ..., h8)W
O (1)

hi = Attention(QWQ
i ,KWK

i , V WV
i ) (2)

where the projections are parameter matrices:

WQ
i ∈ IRdmodel×dk (3)

WK
i ∈ IRdmodel×dk (4)

WV
i ∈ IRdmodel×dv (5)

WO ∈ IRhdv×dmodel (6)

In our system, h=8 attention layers are there and they are arranged parallel. The value of dk = dv = dmodel/h = 64.

− Normalisation layer: the outputs from the attention layer are normalised in this layer, guaranteeing stable
training and enhanced performance.

− Global average pooling 1D layer: by calculating the average value over the time dimension, this layer
can produce output with smaller spatial dimensions and URLs with defined lengths.

− Dense layer: for binary classification, a final dense layer with sigmoid activation is added. It generates a
probability score that indicates whether a URL is likely to be real or phishing.

The Adam optimizer, an effective method for neural network training, is used to create the discrimina-
tor model. As the loss function, binary cross-entropy loss is employed. It calculates the difference between the
actual labels and the expected probabilities. The model’s training performance in classification is also measured
using the accuracy metric. On the training URLs and their respective labels for the number of epochs, with a
256 batch size, the discriminator is trained. Based on the retrieved attributes, the model develops the ability
to distinguish between legal and phishing URLs during training. The Adam optimizer adjusts the weights of
the model to enhance classification performance while minimising the binary cross-entropy loss. The accuracy
statistic aids in tracking the model’s development throughout training. This method of training the discrimina-
tor teaches it to recognise patterns and characteristics that distinguish between legitimate and phishing URLs.
In order to focus on crucial information in the URL sequences, the model uses the self-attention mechanism.
The model then generates predictions based on the learned representations.
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Figure 3. Multiple simultaneous attention layers combine to create multi-head attention

2.4. Adversarial training

The generator and discriminator are used to train the GAN using adversarial training procedures. To
enhance their individual skills, the generator and discriminator are iteratively trained in a competitive manner.
While the discriminator learns to distinguish between actual and fake URLs, the generator creates fake phishing
URLs to trick it [30]. In this method, an adversarial training strategy is used to train a combined model that
combines the VAE and discriminator models.

− Freezing the discriminator weights: the discriminator’s trainable parameter is set to false prior to training
the combined model. By doing this, the discriminator weights are guaranteed to remain constant during
the adversarial training procedure. The VAE may concentrate on enhancing its reconstruction capability
without being impacted by the discriminator’s feedback because the discriminator’s weights are frozen
and are not modified.

− Model stacking: the combined model is built by combining the VAE and discriminator models. The dis-
criminator for categorization uses the output of the VAE as its input. This stacking enables the combined
model to carry out both the discriminator’s classification task and the VAE’s reconstruction mission.

− Compilation: the Adam optimizer, which is a well-liked optimizer for training neural networks, is used to
create the merged model. To measure the difference between the genuine labels and the expected output
of the discriminator, binary cross-entropy loss is utilised as the loss function.

− Training: the training URLs and labels for the training URLs are used to train the combined model
over a predetermined number of epochs and with a predetermined batch size. The integrated model is
simultaneously tuned during training to correctly classify the URLs and rebuild them accurately (VAE
objective). The system’s overall performance is enhanced by the model by taking use of the antagonistic
interactions between the discriminator and VAE.

The combined model is trained in such a way that the VAE learns to produce convincing URL recon-
structions that can fool the discriminator. At the same time, the discriminator gains proficiency in accurately
distinguishing between trustworthy and phishing URLs. This adversarial training procedure enhances the sys-
tem’s capacity to identify and distinguish between malicious and trustworthy URLs.
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3. RESULTS AND DISCUSSION
A dataset of one million URLs served as the basis for testing our suggested technique for detecting

phishing URLs. The major objective was to improve online safety against phishing attacks by accurately dif-
ferentiating between authentic and fraudulent URLs. The trial results show the efficiency of the suggested
strategy, detecting phishing URLs with an astonishing accuracy of 97.75%. To assess the superiority of our
model, we compared it with two other crucial deep learning-powered phishing detection models, as demon-
strated in Table 2. A graphical representation of this is provided in Figure 4, with our model exhibiting clear
dominance in every performance metric when compared to the other two.

Table 2. Comparison with baseline models
Models Used algorithm Dataset size Accuracy (%) Precision (%) Recall (%) F1-score (%)
Aljofey et al.
[31]

Character level
Convolution neural network

5,58,962 95.02 92.35 97.09 95.13

Ariyadasa et al.
[32]

Long-term recurrent
Convolutional network &
Graph convolutional network

1,36,096 96.42 96.40 96.44 96.42

Proposed system GAN using VAE
and transformers

1 Million 97.75 97.91 97.62 97.77

Figure 4. Comparison with baseline models

4. CONCLUSION
Using a transformer model with self-attention as the discriminator and a GAN with a VAE as the gen-

erator, we developed a unique method for phishing URL detection in this paper. Through intensive testing on
a sizable sample of one million URLs, we attained a phenomenal accuracy of 97.75%. This illustrates how our
suggested methodology might enhance internet security by accurately identifying phishing URLs. Our research
demonstrates the potential of GANs for phishing URL detection. By exploiting the VAE’s generation capabil-
ities, we were able to create believable synthetic URLs that evaluated the discriminator’s capacity to generate
precise classifications. By using the transformer model with self-attention, we were able to extract important
elements from the text and recognise the characteristic features of phishing URLs. The adversarial training
increased the model’s ability to discriminate, leading to better results than baseline models. Considering the
great outcomes of our suggested approach, there are still many of areas that can be researched and improved.
First, testing out different generator and discriminator designs might help the model perform better. We also
want to develop a deep learning-based browser plugin for real-time phishing URL identification.
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