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 Parkinson’s disease (PD) is a central sensory system-based progressive illness 

with no cure. The origin of this illness is unknown. According to various 

research, it has been found that it is caused due to genetics or environmental 

factors. It is usually found in older people. However, there is no accurate 

treatment for this disease. So, the patient must be monitored periodically. It 

usually starts with deterioration in speech performance. The major problem 

with this disease is that it’s very costly to treat. The paper aims to report details 

of numerous aspects of detection of PD published in recent years based on the 

focus and benefits of the study, the methodology being used, accuracy of the 

system, and future research suggested for the study. A systematic study was 

done based on a search of the literature. A total of 50 articles were discovered. 
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1. INTRODUCTION 

Parkinson is a disease that progress over time. As it progresses, the symptoms become increasing 

debilitating. It is a neurodegenerative disease that can present at any age, most commonly in people above the 

age of 60. It can pose as a severe threat to aged people [1]. Early diagnosis of parkinson’s disease (PD) is crucial 

in hospitals. According to the World Health Organization (WHO), it is estimated that more than 80% of the 

people who are over the age of 60 will die due to these chronic non-communicable diseases [2]. Early signs and 

symptoms often remain unnoticed. Early detection and treatment however are critical in determining the 

individual’s long-term quality of life. Whilst there are multiple theories about the causes of Parkinson, the theory 

that has received the greatest attention and therefore research is the deterioration of dopaminergic neurons in the 

substantia nigra, which advances to dyskinesia, cognitive impairment, and emotional problems [3]. 

Given the presentation of symptoms being predominately neurological in nature, the research has 

tended to focus on identifying changes in the brain in individuals diagnosed with PD [4]. However, as evident 

in the brain images presented in Figure 1 which shows a normal persons brain Figure 1(a) and a person with 

PD Figure 1(b), it’s challenging for doctors to rely on brain imaging alone to diagnose PD. Moreover, 

symptoms such as bradykinesia, rigidity gait and balance impairment can present as signs and symptoms in a 

variety of other neurological disorders. However, to date, efforts to diagnose PD are skewed, as it relies on 

symptoms and signs in the patient. There is no proper test to identify PD which makes it hard to detect the 

disease early [5]. There are various ways to recognize PD by observing the difference in handwriting [6] and 

speech [7]. 
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Figure 1. Brain imaging (a) normal person (b) person with PD [8] 

 

 

The voice data can be applied through a machine learning program to identify PD patients. Speech 

recordings can be further analyzed using mel-frequency cepstral coefficients (MFCC), perceptual linear 

prediction (PLP) and relative spectral perceptual linear prediction (RASTA-PLP) [9], [10]. These features help 

in determining whether the patient has PD or not by providing better performance when compared with raw 

voice data. MFCC is now commonly used to assess the voice quality in hospitals [11]. This has also been used 

in recognition and identification of the person speaking. 

Other ways to detect PD is using hypokinetic dysarthria (HKD). HKD decreases the movement of 

voice generating muscles [12]. This could have an impact on respiration, phonation, resonation, and articulation 

while speaking [13]. PD influences the periodicity of the speech which can cause the sound of their voice, like 

shaking or unevenness (jitter and shimmer) and how well their voice sounds together (harmonicity). This is 

generally due to the limited movement of the face muscles. Figure 2 shows a view of neural circuit related to 

HKD. However, the detection of these auxiliary symptoms depends on the experience of the clinician [14]. 

Hence, an effective method is required to detect the PD. 

 

 

 
 

Figure 2. View of neural circuits engaged in the activity of the masseter neruomotor units [15] 

 

 

There are other ways to detect PD like gait analysis [16]. Patients that have PD could have abnormal 

gait patterns. To analyze this, various gait features need to be studied. The gait features could be the average 

value of whole joint position of hip, knee, and ankle. Figure 3 shows how gait can be scored to evaluate PD.  
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Figure 3. Gait scoing system [17] 

 

 

The use of gyroscopes and accelerometer can aid in the detection of PD [18]. This could be done by 

collecting the data when the patient moves and analyzing it later using machine learning to evaluate the 

condition of the patient. This can be done using unified Parkinson’s disease rating scale (UPDRS) [19]. This 

scoring method can help in determining the severity of the symptoms and help in the diagnosis of PD. The 

UPDRS is shown in Table 1. 

 

 

Table 1. UPDRS scale [20] 
UPDRS Clinical severity 

0 Absent 

1 Slight and infrequently present 

2 Mild and persistent 

3 Moderate and present most of the time 

4 Marked and present most of the time 

 

 

Machine learning can be used to help in detection of PD. This can be done by getting data of different 

symptoms like voice and gait. These chunks of data can be used to train a model, that can be helpful in 

predicting if the patient has PD or not [9]. This paper tries to assess the early detection of PD by doing a thorough 

review and assessment based on a broad mixture of early detection of PD papers. We exhibit this detailed 

review that emphasizes the critical accomplishments, accuracy, limitations, methodology used, and emphasize 

the challenges and prospects for this emerging area of study. 
 

 

2. METHOD 

This literature review centered on a critical analysis of the existing research on the early detection of 

PD. Various ideas have been studied to get an understanding of the developments made on this vital problem. 

This analysis attempts to link this inconsistency in the literature by performing a thorough review and 

evaluation based on a complete fusion of early detection of PD associated research published. The following 

are a summary of the key beliefs developing from this literature review: i) algorithms used, ii) software or 

hardware or both, ii) accuracy and efficiency of the system, iii) methodology used, iv) benefits of the study, 

and v) future improvements. 

This paper grouped relevant papers by using a method known as keyword search. Numerous keywords 

were discovered on IEEE explore. The keywords were “detection”, “Parkinson disease” and “classification”.  

The primary objective of this study is to recognize the existing research level on early detection of PD. After 

searching through IEEE explore, 50 articles were obtained that met the standards for this evaluation. All the 

papers were meticulously evaluated by the authors to uncover common aspects. These factors were linked to 

discover the discrepancies in each paper. The main objective of the paper was also unearthed when 

administering these papers. The results section is split into 3 sections that are aim of articles, accuracy, and 

methodology used. 
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3. RESULTS AND DISCUSSION 

Chatterjee et al. [1] propose a methodology that can be used to detect PD. This is done with the help 

of a special algorithm that processes the brain computerized tomography (CT) scans. These scans are used to 

differentiate between normal patients and patients with PD. The algorithm takes the scan and converts it to 

grey scale to process the image to be used for anisotropic filtering. After filtering the image is segmented and 

passed through bounding box. After this the final image is evaluated to determine PD. This algorithm was able 

to achieve an accuracy of 87.5%. Juanjuan et al. [2] used an inertial sensor to collect data of upper body 

movement. This was used to extract features that could be used to detect PD. These sensors were placed on 

wrist and fingers. After extracting multiple features, the data was passed through a multilayer perceptron (MLP) 

model to detect PD. The system was able to achieve an accuracy of 95.70%. Xu et al. [3] used a brain network 

construction method to differentiate between healthy and PD patients. This is done by using resting state 

functional magnetic resonance imaging (rsfMRI). The brain networks were constructed and compared to 

identify the features. This proposed method was able to achieve an accuracy of 95.6%. Zhang et al. [4] used a 

machine learning system consisting of principal component analysis (PCA) and machine learning. PCA is used 

to detect discriminative characteristics from magnetic resonance imaging (MRI) scans. After that and support 

vector machines (SVM) model is applied to determine PD. This system was able to achieve an accuracy of 

93.75%. Bourouhou et al. [5] applied 3 different types of classifiers to determine which one is the most efficient 

one. Voice recordings were used as data in this experiment. These voice recordings were used to extract 

features that would be passed to those classifiers. The classifiers used were k-nearest neighbors (KNN), naïve 

Bayes (NB), SVM. The SVM was able to outperform other classifiers by achieving an accuracy of 80%. Nalini 

et al. [6] devised an experiment that uses two modalities that are voice and handwriting to detect PD. This is 

done by applying machine learning techniques in MATLAB on the audio data. While data for handwriting is 

obtained by using a gyroscope. The classifier used in audio data is SVM. Both systems are integrated together 

to get the results. 

Vikas and Sharma [7] used the voice features to detect whether a person has PD or not. The audio 

recording is processed through pre-emphasis block to compensate with high-frequency values. After that the 

data is split into frames and hamming window is applied on them. Then it’s passed through fast fourier 

transform (FFT). Finally, it passed through discrete cosine transform, after normalizing it using logarithm. The 

output generated consisted of MFCC values like formant, pitch, jitter, and shimmer. Rusz et al. [9] used the 

same approach used by Benba et al. to detect PD. It was concluded that the method used by Benba et al. might 

not be appropriate for people with different kind of neurological disorders. Moreover, the cepstral analysis 

could have been influenced by age and gender. The system was able to achieve an accuracy of 96% using SVM 

classifier. Benba et al. [11] use MFCC to aid in detection of PD. Various coefficients were extracted from 

MFCC by doing voice analysis on the data. After obtaining the data it is passed through a machine learning 

model. The machine learning model used is SVM in this experiment. The model was able to achieve an 

accuracy of 91.17% when 12 coefficients were used. Chandrayan et al. [13] use factor analysis to determine 

which features could be helpful in detection of PD. After selecting the important factors that could help in 

prediction, the system is passed through a machine learning model. The machine learning model used in this 

experiment is SVM. The system was able to achieve an accuracy of 90%. Fang [14] evaluate different 

classifiers. Moreover, an improved version of KNN is also suggested. The classifiers used in this experiment 

are KNN, NB, and random forest (RF). The improved KNN algorithm uses entropy weight method to increase 

the efficiency of KNN. The dataset used in this experiment was from the University of California Irvine 

machine learning repository (UCI). The improved KNN algorithm was able to achieve an accuracy of 93.88% 

which is 2% more than other algorithms used in this experiment. 

Soubra et al. [16] used gait analysis to determine PD in patients. The data of vertical ground reaction 

force (VGRF) was obtained from Physionet. This data was normalized, and features were obtained from it like 

mean, standard deviation, skewness, power and mean power. Receiver operating characteristics (ROC) curves 

were used to detect PD using these features. Chen and Lin [18] introduce a novel method to detect PD using 

Wi-Fi. The method tracks the daily movement and changes in posture which could be helpful in detecting 

tremors. This is done by tracking the influences made in Wi-Fi signal fields. After the data is collected, it is 

trained using a convolutional neural network (CNN) machine learning model. This model was able to achieve 

an accuracy of 100%. Exley et al. [19] analyzed the possibility of predicting sub scores using the movement 

disorder society (MDS)-UPDRS motor examination. Various motor related symptoms were assessed such as 

body bradykinesia and hypokinesia, postural stability, rigidity, and tremor at rest. Root means square error 

(RMSE) was used to evaluate the features extracted across each UPDRS. Machine learning models that were 

implemented in this system were ridge and lasso logistic regression, RF, decision tree (DT), SVM, nearest 

neighbors, and extreme gradient boosting (XGBoost). The system achieved an accuracy of 77.6% 

Polat [21] took dataset from University of California Irvine (UCI) machine learning database. The 

dataset consists of 756 samples and 753 features. The dataset was divided into two categories, healthy patient 

and patients with PD. The healthy patient had around 192 sample while the PD patients had 564 samples. The 
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PD patients consisted of 107 men and 81 women with ages varying from 33 to 87. The authors proposed a 

procedure that combines synthetic minority over-sampling technique (SMOTE) and forest classifier. This 

procedure applies SMOTE to the PD dataset to manage the unfair class allocation. After the data is balanced, 

it is passed through a forest classifier to differentiate between healthy and PD patients. The hybrid model was 

passed through various test to determine its accuracy. For the first test, the authors used a holdout method that 

used half of the data to train a forest classifier and other half to test it. This experiment had an accuracy of 

81.74%. For the second test, 10-fold cross validation was done on the data and then passed through the forest 

classifier. This experiment had an accuracy of 87.03%. In the next experiment, the hold out method was used 

on the hybrid model consisting of SMOTE and forest classifier. This experiment yielded an accuracy of 

92.34%. In the last experiment, 10-fold cross validation method was used on the hybrid model consisting of 

SMOTE and forest classifier. This experiment yielded an accuracy of 94.89%. These results look promising 

and shows that SMOTE has a great impact in the determination of PD patients in class-imbalanced problem. 

While Masood et al. [22] proposed a framework in which features are identified and ranked from the 

dataset. The dataset is passed through recursive feature elimination with cross-validation (RFECV) and three 

classifiers to acquire feature record. The output is combined using “optimal feature combiner”. The aim of the 

assembled classifiers in the framework is to complete the feature set generated by RFECV, with FFECV being 

the baseline. After the feature selection is done, the output data is passed through multiple classifiers like MLP, 

DT, KNN, SVM, and NB. The results of these classifiers are then compared. The experiment had three test 

datasets. The first dataset [23] achieved an accuracy of 98.3% compared to 92.4% without the use of feature 

selection. The second dataset [24] achieved an accuracy of 95.1% compared to 90% without the use of feature 

selection. The last dataset [25] achieved an accuracy of 100% compared to 90.1% without the use of feature 

selection. MLP produced the highest accuracy among all the classifiers. This framework surpasses the chi-

square-based feature selection approach too. 

Sivaranjini and Sujatha [26] analyze the single photon emission computed tomography (SPECT) 

images using geometric measures and orthogonal moment in PD patient. SPECT images of healthy control and 

PD patients with a tally of 10 pictures each. The left and right striatum are separated by image binarization 

procedure. The difference in concentration level in the images is employed here. The geometric characteristics 

observed in the pictures are area, convex area, filled area, solidity, extent, tortuosity, perimeter, major axis 

length, minor axis length, form factor, compactness, and circularity. It was found that there was a reduction in 

area, convex area, filled area, perimeter, major axis length, minor axis length and tortuosity in PD patients 

when compared to the others. While there was an increase in solidity, extent, form factor, compactness, and 

circularity. This shows the decreased dopamine transporter levels in PD when associated with HC by using the 

shape-based analysis. 

Markose et al. [27] designed a prototype which is based on Arduino uno and ADXL335 tri-axial 

accelerometer. This device will be worn by the PD patient to monitor them. The acceleration readings will be 

taken from various parts of the arm like fingertips, wrist, and the forearm. The accelerations were obtained for 

three axes. The data was uploaded to MATLAB program to analyze it using the aid of graphs. For the fingertip 

the highest amplitude was in 0.13 m/s² – 0.2 m/s². The power spectral density in this range was 40 dB/Hz to  

80 dB/Hz. For the wrist, the highest amplitude was in 0.14 m/s² – 0.17 m/s². The power spectral density in this 

range was 50 dB/Hz – 80 dB/Hz. Finally for the forearm, the highest amplitude was in 0.12 m/s² to  

0.13 m/s². The power spectral density in this range was 60 dB/Hz – 80 dB/Hz. These results don’t signify what 

is expected from them. It would be hard to interpret whether the person has PD or not. Nevertheless, this 

prototype has some constraints. It would be difficult to wear this without the help of a professional. Moreover, 

it could cause issues if worn during daily activities due to the size and impracticability. 

Brewer et al. [28] conducted an experiment that consisted of thirty participants. The participants were 

not allowed to consume the PD medication for at least 12 hours before testing. A custom-made mount was 

made with two Nano 17 6-axis force/torque sensor. The participants had to use index finger and thumb to exert 

pressure on the instruments. The data of force applied on the sensors was recorded for three minutes. The data 

was analyzed with three variables that were tremor integral, RMSE and lag among the target waveform and 

participant’s force reaction. These variables were correlated together so that it could be compared to UPDRS. 

The outcome demonstrated that this framework has distinct scores for people with deviating clinical result and 

that it can be effective in assessing the development of PD symptoms. This procedure will have improved 

performance when associated with UPDRS in spaces like fine motor control in the initial periods of disease 

development. 

While Banita [29] proposed a rating scale that could be used to identify the stage in PD. The scale 

must be precise and exact so there isn’t any ambiguity amongst the stages. This scale is called ABHITA rating 

scale. This will be done with the aid of questionnaires, which will be filled by PD patients. The main aim is to 

get which stage the patient is in, using a time effective approach. It might even be used to detect early-stage 

PD. Prashanth and Roy [30] use machine learning techniques to classify early PD patients from the healthy 
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ones. These techniques include logistic regression, RF, boosted trees and SVM. Wilcoxon rank sum test was 

used to determine the features. These features would be used to train the machine learning models. These 

methods produced an accuracy of more than 95% with logistic regression being the most accurate in 

determining who has PD. Aličković and Subasi [31] use machine learning to determine PD and scans without 

evidence of dopaminergic deficit (SWEDD). SWEDD and PD have similar symptoms so it could be hard to 

differentiate between the two. SMOTE was used to tackle with disparity in the dataset. The classification 

methods used are NB, SVM, logistic regression, artificial neural networks (ANN), DT, RF, and rotational 

forest. Two experiments were done to determine PD and discrimination of SWEDDs from PD. SMOTE was 

combined with RF along with rotational forest. This stacking of classifier along with SMOTE yielded better 

results than using the classifier separately. Moreover, the use of SMOTE had a significant impact on the 

accuracy. 

Adams [32] was to determine PD using the attributes of finger movement through the utilization of 

machine learning on it. This method doesn’t involve the use of dedicated gear or medical care. This procedure 

consisted of using a Tappy application which record the keystroke data and their timing. This data was 

generated from the participants and preprocessing was done on it. The classifiers used were SVM, multi-level 

perception, RF, nu-support vector classification, DT classifier, KNN, and quadratic discriminant analysis 

(QDA). The results of this experiment were that sensitivity was in the range of 92% to 100%, specificity was 

in the range of 95% to 100% and the maximum area under the curve (AUC) was in the range of 0.97 to 1.0. 

These findings were much more precise than that accomplished by Human computer interaction (HCI). 

According to LeMoyne et al. [33], iPhone is used as an accelerometer system to determine PD tremors. The 

iPhone was placed on the participants hand with the aid of a glove. The application was able to capture the 

readings from the participant in 10 second increments. This was done 10 times to get more accurate data. The 

participants with PD had obvious and calculated tremor variations. Their mean time average acceleration was 

2.4 times more than normal participants. The coefficient of variation was 4.1 times more in PD participants. 

He et al. [34] used an innovative method using video to determine PD in participants using  

skeleton-based technique. The system is first trained using PD gait dataset. This is done by skilled specialists. 

Extensive trials were performed in numerous environments to demonstrate the practicality of the solution. The 

system was able to reach an accuracy of 84.1%. Brewer et al. [35] use force tracking to quantify motor control 

deficits in PD patients. To measure the force, two 6 axis force NANO 17 sensors were used. The sensor was 

placed in a custom hardware setup. The participants had to exert pressure on the sensors using thumb and index 

fingers. After collecting the data, it was preprocessed to be used by a machine learning model. The machine 

learning model used in this experiment was SVM. The framework was able to reach an accuracy of 85%. 

Patnaik et al. [36] used rapid eye movement (REM) sleep behavior disorder to predict the chances of 

developing PD. Charles University in Prague was used to collect data from 130 participants. A logit model was 

used in analyzing the data. After using the logit model, significant variables were discovered. Then the dataset 

was trained using DT along with Catboost. The system was able to achieve an accuracy of 71% in determining 

people who don’t have Parkinson and 100% in people who have PD. Salarian et al. [37] propose two 

algorithms, one to detect tremors and other to detect bradykinesia. To detect tremors, a measurement system 

was devised which consisted of sensors that were attached on the forearms. Each sensor had 3 gyroscopes to 

measure the roll, yaw, and pitch. To identify tremors, the angular velocity from every axis were examined. To 

identify bradykinesia, the period of movement was crucial along with any factor linked to the movement. The 

authors were able to find great overall sensitivity and specificity which were 99.5% and 94.2%. Significant 

correlations were made with UPDRS as well. 

Kraipeerapun and Amornsamankul [38] suggest the incorporation among stacked generalization and 

complementary neural networks to determine PD in patients. This solved the regression problems. PD speech 

dataset was used in training and testing the framework. This framework was compared with the traditional 

neural networks, stacked generalization and complementary neural networks. This framework was able to reach 

an accuracy of around 70% which was more than the previous methods. Stamford et al. [39] focuses on the 

soft signs of PD which are usually neglected. These soft signs are nonlocomotory symptoms and nonmotor 

symptoms.  

The other issue is that when patients visit the doctor, they may not be showing the symptoms as they 

may have taken medications that could have masked them for the time being. Moreover, the quality of life in 

PD patients could be improved by focusing on three areas that are medication monitoring, symptom logging, 

and cognitive assessment. The solution to these problems could be purposeful exercise and sleep quantification. 

Moreover, problems like fatigue, mood disorders, psychosis, cognitive impairment, and dementia needs to be 

considered as well. Systems should be designed to tackle with these issues. To overcome these issues, these 

need to be logged, so it could be assessed by a specialist. To do that a monitoring device needs to be devised 

that could log this data and provide feedback. Furthermore, this data can be used later in machine learning to 

optimize the detection of PD. Aich et al. [40] used a nonlinear classifier with DT to identify PD. PCA is done 

on original feature set (OFS). The authors used classifiers like RPART, PART, C4.5, PART, Bagging 
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classification and regression tree (Bagging CART), Boosted C5.0, and RF. These classifiers are applied to both 

data set that consists of PCA and OFS. The results showed that PCA with RF achieved an accuracy of 96.83%. 

It also had highest sensitivity, specificity, positive predictive value (PPV) and negative predative value (NPV). 

Wu et al. [41] introduce a gait sensing platform to determine PD. This platform consists of force sensitive 

pressure sensors. After getting the data, features were extracted from this platform. The data collected consisted 

of 386 volunteers, 218 healthy participants and 168 with PD. This data was passed through various classifier 

to get the best results possible. The classifier used are NB, KNN with k=3, SVM with linear kernel, DT (C4.5), 

linear discriminant analysis (LDA), QDA, adaboost (ADA), subspace technique (SUB), RF with 50 trees. RF 

model was able to achieve an accuracy of 92.49%.  

Kumar et al. [42] use the voice dataset to identify the PD. Each patient takes various tests, and the 

results are collected. After the data is collected, machine learning algorithm is applied to it to identify the 

effectiveness of the model. It is done for all the models to determine the best one using a singular code. The 

classification methods used are DT, NB, and neural network. The authors focused on the problems of machine 

learning programs in accepting PD as a classification problem. A model is devised instead of using machine 

learning algorithms separately. Ranjan and Swetapadma [43] used various machine learning algorithms on a 

dataset. These algorithms consisted of SVM, KNN, and ANN. The system was able to achieve an accuracy of 

100% for ANN and KNN. Even though both have 100% accuracy, ANN has higher misclassified data and takes 

more time to process. So eventually, KNN seems to perform better among these algorithms. Zhang et al. [44] 

used two classifiers to test the new features devised by them with convoluted neural networks. The two 

classifiers used are RF and MLP. The features are adapted from speech processing fields and are obtained using 

accelerometer. These feature sets were evaluated using the two classifiers. The results showed that MLP had 

better AUC than the other classifier. While Joshi et al. [45] propose a new architecture for the classification of 

Alzheimer’s and PD by using most influencing risk factors. Classification methods used include DT, bagging, 

BF tree, RF, radial basis function (RBF) networks, MLP, and neural network. The results showed that the risk 

factors for PD include stroke, diabetes, genes, and age are a very influential factor in the growth of PD 

symptoms. The RF tree and MLP achieved an accuracy of 99.25%. Bakar et al. [46] use two training algorithms 

called leven-marquardt (LM) and scaled conjugate gradient (SCG) to evaluate the PD voice dataset. Then both 

datasets are evaluated based on their accuracy rate, mean square error (MSE), and iteration. The classification 

of LM is better than SCG in terms of accuracy rate, and lower MSE. This can be used to assist medical team 

in determining PD using MLPs neural network. Eskidere et al. [47] use a random subspace KNN classifier 

ensemble to detect PD. This ensemble was also evaluated against single KNN. Ensemble of KNN improves 

the precision of detection of PD. This was proven by this experiment. The random subspace ensemble surpassed 

the traditional single KNN in the classification of PD. It was also concluded that these results are promising 

and can be used in diagnosis of PD. 

Su and Chuang [48] use a fuzzy entropy measure to dynamically select features that aids in detecting 

PD. It would evaluate the overall variation from ordinary sets. To evaluate the system, the accuracy was 

determined for all features. It was noticed that overall accuracy was low when compared with some of the 

features. After removing certain features, the program was able to reach an accuracy of 97.5%. While 

Shahbakhti et al. [49] use genetic algorithm and adaptive neuro fuzzy classifier (ANFC) with SVM to 

determine PD in patients. A voice dataset was used and from that 22 linear and non-linear features were 

extracted. SVM was applied to both genetic algorithm and ANFC to evaluate their performance. ANFC had a 

combination of linear and non-linear features while genetic algorithm had linear features only. ANFC achieved 

an accuracy of 95.7%. Hussain and Sharma [50] evaluate the effects of stacking classifiers in detection of PD. 

The stacking consisted of NB, logistic regression, KNN, SVM, and DT. This stacking classifier was compared 

against, SVM, logistic regression, KNN, RF, and adaptive boosting. Among these classifiers SVM performed 

the best by getting an accuracy of 92%. However, the stacked classifier was able to beat SVM by achieving an 

accuracy of 93%. Jahan et al. [51] used a system which uses spiral or wave sketches to determine PD in patient. 

This is done using a deep leaning approach called CNN. Two CNN models were tested with transfer learning 

method. However, there was a limitation that was the lack of dataset. The model was able to achieve an 

accuracy of 96.67%. Agarwal et al. [52] use extreme machine learning to evaluate PD patients. Speech samples 

from patients are used to evaluate them. The testing of this method proved to be quite successful with training 

data. It was able to surpass SVM and neural network significantly. However, when it was tested with 

independent set of data, it achieved an accuracy of 81.55%. this This was far better than neural network but 

was closer to SVM. Ogawa and Yang [53] use residual-network-based deep learning to identify PD in patients. 

A 10 layer 1-d CNN is introduced that will help with the classification. The dataset used to train and evaluate 

the patient consisted of vocal features. These two networks were evaluated, and the residual-network-based 

approach had a significant improvement in the accuracy in the detection of PD. It was able to achieve an 

accuracy of 88.8%. 
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Nithya et al. [54] developed an automated system that could diagnose PD using machine learning. 

The data used in this experiment are the MRI scans of brain which is preprocessed to normalize the intensity 

and unshaped masking errors. The classifier used in this experiment is a hybrid which consists of SVM and 

RF. The system was able to achieve an accuracy of 93%. Aversano et al. [55] use a combination of MLP with 

echo state network to detect PD. To balance the dataset, SMOTE was used during the preprocessing stage. To 

substantiate this methodology, various classification algorithms were used like boosting DT. The system was 

able to achieve an accuracy of 96.9%. Laganas et al. [56] use speech data that was obtained from phone calls 

to detect PD. The data is captured passively over calls to protect the privacy of the patient. Four different 

languages are used that are English, German, Greek, and Portuguese. For each language a separate model is 

used. Various features were extracted from voice recordings, so that it can be utilized later. The model used in 

this experiment are generated using multiple instance SVM and logistic regression. Dixit et al. [57] use MRI 

scans of the brain to detect PD, anxiety detection, and stress detection in PD patients. Various different machine 

learning models are used that are logistic regression, KNN, DT, RF, adaboost, and auto variant interpretable 

machine learning (ViML). The system was able to achieve an accuracy of 92%. Yang et al. [58] proposed a 

novel method that utilizes inertial measurement to assess the performance of gait while walking or running. 

Five sensors are attached in multiple places on the body, that would be used to obtain the gait data. Data was 

obtained by asking PD patient and healthy patient to walk on the traced path. The algorithm designed is able 

to assess the gait detection, turning detection and stride length. This program was able to achieve an accuracy 

of 98%. Mamun et al. [59] use machine learning to detect PD. Features from voice data are used to train the 

model. Multiple machine learning models are used such as XGBoost, LightGBM, RF, Bagging, AdaBoost, 

DT, logistic regression, SVM, KNN, and NB classifiers. The system was able to achieve an accuracy of 95%. 

The Table 2 in appendix summarizes all the articles presented in this review. 

 

 

4. CONCLUSION 

This paper was focused on the early detection of PD. It discovered various concepts and methods 

being used by the authors these days. 72% of the papers studied used software analysis in their paper, while 

6% did not use any software or hardware in their paper. The software analysis usually consists of machine 

learning algorithms being applied on the open-source data. Moreover, 12% of the papers used both hardware 

and software. The remaining 10% used hardware. The most common hardware used was inertial sensor. The 

difference in these papers is the classifiers used and the features used to detect PD. Around 38% of these papers 

used stacked classifier to improve the performance of the overall system or used multiple classifiers to find the 

best one. Some used selective features to show how features impact the detection of PD. Moreover, 8% of these 

papers used SMOTE to overcome the inconsistencies in the data. Almost 28% of the articles reviewed did not 

provide any accuracy for their systems. However, 80% of the systems that provided accuracy, were able to 

achieve an accuracy of 90% or more. 
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APPENDIX 

Table 2. Paper comparison (continue...) 

Paper 
Aim of 

study 

Hardware/ 

software 

Benefits of 

the study 

Devices 

used 
Algorithms 

Accuracy 

(%) 

Accuracy 

method 

used 

Data

base 

Future study 

proposed 

1 detect PD 

using brain 
CT scans 

Software Use of brain 

scans to detect 
Parkinson by 

applying 

various 

preprocessing 

techniques 

- Anisotropic 

filtering, image 
segmentation, 

bounding box, 

grey scale 

conversion 

87.50 Precision, 

Accuracy, 
F-Measure 

UCI To use in labs 

and hospital in 
real time 

2 detect PD 

using 

upper limb 

movement 

Both Use of inertial 

sensor to detect 

PD, use of 

machine learning 

to optimize results 

Inertial 

sensor 

MLP 95.70 Accuracy, 

AUC 

- Can be used as a 

reference in 

future studies 
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Table 2. Paper comparison 

Paper 
Aim of 

study 

Hardware/ 

software 

Benefits of the 

study 

Devices 

used 
Algorithms 

Accura

cy (%) 

Accuracy 
method 

used 

Data

base 

Future study 

proposed 

3 Use of 

rsfMRI to 

detect PD 

Software Anovel method 

of brain 

construction to 
help in 

detection of PD 

- SVM 95.60 Accuracy, 

AUC 

Huas

han 

Hosp
ital 

Shan

ghai 

Multicenter data 

studies to be 

done to verify the 
results of this 

study. 

4 Detect PD 

using PCA 
and SVM 

Software Use of PCA to 

extract features 
from MRI 

- SVM 93.75 Accuracy - Can be helpful as 

a clinical tool 

5 Compariso

n of 

different 

classifiers 

Software Use of multiple 

classifiers to 

determine the most 

accurate one 

- KNN, NB, 

SVM 

80 Accuracy UCI Increase the 

efficiency and 

implement other 

classifiers. 
6 Use of 

audio and 

handwritin

g to detect 

PD 

Both Use of two 

different data 

sources to 

determine PD 

Gyro

scop

e 

SVM - - - - 

7 Provide an 

efficient 

method to 

detect PD 

Software Use of voice 

features to 

detect PD 

- FFT, Mel-

Filter bank, 

DCT 

- - - - 

9 Using 
voice 

cepstral 

analysis to 

verify 
Benba et 

al's finding 

Software Cepstral 
analysis can be 

influenced by 

age and gender 

and other 
neurological 

conditions 

- SVM 96 Accuracy [23] Use of 
standardized 

procedure, 

meticulously 

chosen speaker 
groups neutral 

with respect to 

gender and age 

11 Evaluate 

voiceprint 
using 

MFCC and 

SVM 

Software Does a 

comparison 
using MFCC 

and SVM 

- SVM 91.17 Accuracy - - 

13 To 

determine 
important 

voice 

features 

Software Uses essential 

features of voice, 
uses machine 

learning to 

optimize the 

accuracy 

- SVM 90 Accuracy, 

AUC 

[25] Add more 

features and 
extend it to other 

fields 

14 To improve 
KNN 

algorithm 

with 

information 

entropy to 
aid in 

detection of 

PD 

Software Use of multiple 
classifiers to 

determine if the 

improved KNN 

is effective or 

not 

- KNN, NB, 
RF 

93.88 Accuracy UCI - 

16 To identify 

abnormal 
gait 

patterns to 

detect PD 

Software Use of VGRF 

data to detect 
gait 

abnormalities 

- ROC - ROC Phys

ioNe
t 

- 

18 To 

determine 
PD using 

daily 

movement 

and motor 

symptoms 

Both Uses a novel 

method to 
detect PD, use 

of Wi-Fi which 

is easy to 

implement 

Rout

er, 
lapto

p 

CNN 100 Accuracy - Localize 

movements better 

19 To predict 

UPDRS 

motor 

system 

using 
machine 

learning 

Software Evaluates 

various motor 

symptoms to 

help in detection 

of PD, 
comparison with 

UPDRS score 

- ridge and 

lasso logistic 

regression, 

RF, DT, 

SVM, nearest 
neighbors, 

and XGBoost 

77.60 Accuracy, 

AUC 

- Include patient with 

multiple motor 

symptoms and single 

symptoms to improve 

the efficiency of the 
program 
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Table 2. Paper comparison 

Paper 
Aim of 

study 

Hardware/ 

software 

Benefits of the 

study 

Devices 

used 
Algorithms 

Accura

cy (%) 

Accuracy 
method 

used 

Databa

se 

Future study 

proposed 

21 Hybrid 

method 

(the 
combinatio

n of 

SMOTE 

and RF) 

Software Solves the 

class-imbalance 

problem in 
machine 

learning 

- SMOTE, 

Forest 

Classifier 

94.89 Precision, 

accuracy,  

F-Measure 

UCI Could be used 

in other medical 

real-world 
class-

imbalanced 

classification 

problems 

22 Uses 
RFECV to 

generate 

features 

and pass-

through 
multiple 

classifiers 

Software Feature 
selection 

framework to 

help in 

identifying an 

optimal set of 
features 

- MLP, NB, 
SVM, 

KNN, DT 

100 Precision, 
accuracy,  

F-Measure 

[23]-

[25] 

Can be applied 
to other 

problems of a 

similar domain 

to look more 

closely at 
certain 

attributes and 

identify 

patterns. 

26 Compariso
n of 

SPECT 

images 

between 

PD and 
healthy 

participant

s 

- Geometric 
features such as 

area, axis 

length, extent 

and PD 

significant 
changes 

differentiating 

between normal 

and circularity 
measures show 

- - - p-value Parkins
on’s 

Progre

ssion 

Marker

s 
Initiati

ve 

(PPMI) 

- 

27 Prototype 

was 

designed 

to observe 
and 

quantify 

the tremor 

signal 

from PD 
patients 

Hardware Acceleration 

readings from 

different parts 

of arm to 
determine 

tremor 

Arduino 

UNO, 

ADXL 

335 tri-
axial 

accelero

meter 

MATLAB 

code 

- wavefor

m 

- Could be used 

to study tremor 

from PD 

patients 

28 (ASAP) to 

obtain a 

quantitative 

and reliable 
measure of 

motor 

impairment 

in early to 

moderate 
PD 

Hardware Use of custom-

made device to 

determine the 

tremor in PD 
patients 

Two 

Nano 

17 6-

axis 
force/to

rque 

sensor 

- - Lasso 

Regression 

- Recruited larger 

samples and 

through 

investigation of 
other methods of 

feature selection to 

reduce the number 

of predictor 

variables. 

29 Use of 

questionnai

res to detect 

PD using 
ABHITA 

rating scale 

- There isn't 

ambiguity 

amongst the 

stages 

- - - - - Use of different 

image 

processing 

using ABHITA 
rating scale 

30 Use of 

machine 

learning to 
classify 

PD 

patients 

from 

healthy 
ones 

Software Use of multiple 

machine 

learning 
classifier to get 

best outcome. 

Wilcoxon rank 

sum test to 

determine the 
features. 

- Logistic 

regression, 

RF, 
Boosted 

Trees, 

SVM 

95 Accuracy, 

AUC 

PPMI It can be helpful 

in clinical 

setting to 
physicians 

without the 

need of PD 

experts. 

31 Use of 

machine 

learning to 

determine 
PD and 

SWEDD. 

Software Uses SMOTE to 

tackle disparity 

in the dataset. 

- NB, SVM, 

logistic 

regression, 

ANN, DT, RF, 
rotational 

forest 

99.55% Accuracy, 

AUC 

PPMI Can help 

physician in 

making an 

accurate 
diagnosis for 

PD 
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Table 2. Paper comparison 

Paper 
Aim of 

study 

Hardware/ 

software 

Benefits of the 

study 

Devices 

used 
Algorithms 

Accura

cy (%) 

Accuracy 
method 

used 

Databa

se 

Future study 

proposed 

32 To 

determine 

PD using 
the 

attributes 

of finger 

movement 

by utilizing 
machine 

learning 

Software Use of tappy 

application to 

get data, 
without using 

dedicated gear 

or medical 

assistance 

Windo

ws 

device 

SVM, 

multi-level 

perception, 
RF, nu-

support 

vector 

classificatio

n, DT, 
KNN, 

QDA. 

100 Accuracy, 

AUC 

PPMI Increase 

number of 

participants to 
enhance the 

reliability of 

the technique 

33 Use of 

iPhone's 

accelerome
ter to 

determine 

PD tremors 

Hardware Gets data 10 

times to 

improve the 
precision of the 

framework 

Iphone - - - - more tests are 

required to 

quantify the 
application of 

PD tremor 

detection 

34 Use of 

video and 
skeleton-

based 

technique 

to identify 

PD in 
participants 

Both the method has 

been 
implemented in 

hospital and it 

can achieve 

real-time 

performance 

Atlas20

0DK 

SVM 84.10% Accuracy, 

F1-Measure 

Physio

Net 

- 

35 Use of 

force 

sensor to 
get data 

from 

patients 

and then 

apply 
SVM to 

get results 

Both Conducted 

various 

experiment each 
minute to 

quantify the 

data. 

Two 6 

axis 

force 
NANO 

17 

sensors 

SVM 85% Accuracy - Recruit more 

individuals to 

determine 
reliability of the 

experiment and 

follow 

individuals’ 

longevity to 
validate the 

assessment 

36 Use of REM 

sleep behavior 

disorder to 
predict chances 

of developing 

PD 

Software use of logit 

model to 

analyze the data 
and perform 

machine 

learning on it 

- DT, 

Catboost 

71% Accuracy, 

F1-Measure 

Charles 

University 

- 

37 Proposed two 

algorithms, 
one to detect 

tremors and 

other to 

detect 

bradykinesia 

Hardware Use of 

gyroscope to get 
roll, yaw, and 

pitch to identify 

tremors 

Three 

miniature 
uniaxial 

gyroscope

s 

- - - - - 

38 Use of stacked 

generalization 

and 

complementary 

neural networks 
to determine PD 

in patients 

Software This framework was 

compared with the 

traditional neural 

networks, stacked 

generalization, and 
complementary 

neural networks 

- Stacked 

generalization, 

complementar

y neural 

networks 

70% Average 

Accuracy 

UCI Consider 

uncertainty 

conditions 

occurred in 

both truth and 
falsity neural 

networks 

39 Focuses on 

the soft 

signs of 
PD which 

are usually 

neglected 

- Nonlocomotory 

symptoms and 

nonmotor 
symptoms could 

be helpful in 

determining PD 

- - - - - - 

40 A nonlinear 

DT based 
classification 

approach to 

predict the 

PD using 

different 
feature sets of 

voice data 

Software Use of PCA to 

identify 
features, use of 

nonlinear 

classifier with 

DT to classify 

PD 

- PCA, 

Bagging 
Cart, RF, 

Boosted 

C5.0, 

RPART, 

C4.5, C5.0 

96.87% Accuracy [25] Use other 

feature 
reduction 

technique to 

compare the 

performance 
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Table 2. Paper comparison 

Paper Aim of study 
Hardware/ 

software 

Benefits of the 

study 

Devices 

used 
Algorithms 

Accura

cy (%) 

Accuracy 
method 

used 

Databa

se 

Future study 

proposed 

41 A study on 

gait-based 

PD detection 
using a force 

sensitive 

platform 

Both Use of u-shaped 

walkway to 

extract gait 
feature, use of 

multiple 

classifiers to 

find the best 

U-

shaped 

electro
nic 

Walkw

ay 

NB, KNN, 

SVM with 

linear 
kernel, DT 

(C4.5), 

LDA, QDA, 

adaboost 

(ADA), 
SUB, RF. 

92.49 Accuracy, 

F1-Measure 

- - 

42 Advanced 

and effective 

classification 

of PD using 
enhanced 

neural 

networks 

Software Use of effective 

machine learning 

algorithm based 

on parameters, 
classification 

using different 

algorithm without 

appending 

different machine 
learning algorithm 

- DT, NB, 

neural 

networks 

- - UCI Classifying 

Parkinson’s 

telemonitoring 

dataset 

43 An intelligent 

computing 

based approach 

for PD 
detection 

Software Use of various 

machine 

learning 

algorithm to 
determine the 

accuracy 

- SVM, 

KNN, 

ANN 

100 Accuracy UCI Implement the 

method in 

hospitals to 

evaluate the 
accuracy of the 

system 

44 To evaluate the 

performance of 
handcrafted 

features and 

compare it to 

CNN 

Both use of different 

classifiers, 
compared with 

conventional 

features to 

differentiate the 

performance 

- MLP, RF - AUC - To analyze the 

learning framework 
and the effect of 

dataset, whether 

handcrafted features 

have an advantage 

over conventional 
features 

45 Selecting most 

influencing 

factors with the 

help of different 
attribute 

evaluation 

scheme 

Software Use of genetic 

factors in the 

determination of PD 

using ML and 
neural network 

- DT, bagging, 

BF tree, RF, 

RBF networks, 

MLP, neural 
network 

99.25 Accuracy ADRC - 

46 Analysis of 

two training 
algorithm 

with PD 

voice dataset 

Software Use of two 

classifiers on 
voice dataset 

- LM, SCG 92.95 Accuracy Parkins

on 
disease 

data set 

(PDD) 

- 

47 Use of random 

subspace KNN 
classifier to 

evaluate its 

performance with 

single KNN 

Software Use of random 

subspace 
method to 

evaluate the PD, 

- KNN - Classifica

tion error 

PDD - 

48 Use of different 
feature set for 

different voice 

data to detect PD 

Software Use of dynamic 
feature selection 

using fuzzy 

entropy for 

speech pattern 

- LDA 97.50 Accuracy [24] Use different classifiers 
to test the feature 

selection algorithm, 

analyze voice with 

higher discrimination 

for PD 
49 Evaluate the 

difference of 

ANFC and 

GA with 

SVM 

Software Use of linear and 

non-linear features 

to evaluate the 

performance of 

SVM 

- SVM 95.70 Accuracy [25] - 

50 Effects of 

stacking on 

the outcome 

of PD patient 

classification 

Software Use of stacking 

to get better 

accuracy 

- Logistic 

regression, RF, 

KNN, SVM, 

stacking, 

adaptive 
boosting 

93 Accuracy

, F1-

Measure 

UCI Refine results by 

refining feature 

selection, 

implementation of 

feature vectors, 
deploying hybrid 

model 
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Table 2. Paper comparison 

Paper Aim of study 
Hardware/ 

software 

Benefits of the 

study 

Devices 

used 
Algorithms 

Accura

cy (%) 

Accuracy 
method 

used 

Databas

e 

Future study 

proposed 

51 Detecting 

PD using 

spiral and 
wave 

sketching 

Software Handle limited 

dataset using 

transfer learning 

- CNN 96.67 Accuracy Kaggle Use of new 

architecture 

that uses 
transfer 

learning 

52 Advanced 

and effective 

classification 
of PD using 

enhanced 

neural 

networks 

Software Use of effective 

machine learning 

algorithm based on 
parameters, 

classification using 

different algorithm 

without appending 

different machine 
learning algorithm 

- DT, NB, Neural 

Networks 

-   Classifying 

Parkinson’s 

telemonitori
ng dataset 

53 Use of extreme 

learning 

machine to 

evaluate speech 
signals 

Software ELM shows 

promising results 

against neural 

networks and is 
comparable to the 

SVM 

- ELM 81.55 Average 

Accuracy, 

MCC 

UCI Explore the 

capabilities 

of this 

method by 
adding more 

features 

54 Detect PD 

using CNN 

Software 10 layer 1-d 

residual network 

type CNN is used, 

- CNN 88.80 Accuracy, 

F1-Measure, 

MCC 

UCI Hyperparame

ter should be 

considered 

55 Diagnose PD 

using a 

hybrid 
technique 

Software Using a hybrid 

approach, data is 

preprocessed for 
more accurate 

results 

- Logistic 

regression, RF, 

SVM, DT, 
KNN 

100 Accuracy, 

Precision 

PPMI Improve the 

system to 

handle large 
and complex 

data sets 

56 Detect PD 

using spiral 
test with the 

help of echo 

state 

networks 

Software uses ESN based 

configuration to 
detect PD, uses 

MLP and SMOTE 

- SMOTE, MLP 96.90 Precision, 

accuracy,  
F-Measure 

UCI Increase the 

dataset by 
adding more 

features and to 

implement it in 

clinical trials 

57 Uses speech 
data from 

phone calls 

to detect PD 

Software Uses different 
languages to test 

for PD, use of 

multiple ML 

models 

- Multiple 
instance SVM, 

logistic 

regression 

- AUC - Increase the 
dataset 

58 Detection of 
PD using 

various 

machine 

learning 

algorithms 

Software Use of multiple 
ML models, can 

also be used for 

anxiety disorder 

and stress 

prediction 

- Logistic 
regression, 

KNN, DT, RF, 

Adaboost, Auto 

ViML 

92 Accuracy, 
Precision 

Kaggle - 

59 Detection of 

PD using 

gait 

Hardware Use of a novel 

method, uses gait 

to determine PD 

while running and 

walking 

Inertial 

sensor 

spatiotemporal 

gait model 

98 Accuracy - Investigate the 

characteristics 

of patients on 

and off meds 

60 Detection of 

PD using 

machine 

learning 

Software Use of multiple 

machine learning 

classifier to get 

best outcome, use 

of SMOTE 

- XGBoost, 

LightGBM, RF, 

Bagging, AdaBoost, 

DT, logistic 

regression, SVM, 
KNN, and NB 

classifiers 

95 Accuracy, 

AUC 
[25] - 
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