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 Brain tumor is an uncontrolled growth of abnormal cell in the brain. Early 

diagnosis of brain tumor has a crucial step in this type of cancer, which is 

fatal. Magnetic resonance imaging (MRI) is one of the examination tools to 

examine brain anatomy in clinical practice. The high resolution and clear 

separation of the tissue enable medical experts to identify brain tumor. The 

earlier of brain tumor is detected, the wider of treatment options. However, 

manually analysed of brain anatomy on MRI images are time-consuming. 

Computer-aided diagnosis with automated way is helpful solution to help 

management with unreliable degrees of automation to trace various tissue 

boundaries. This study proposes convolutional neural network (CNN) with 

its excellences to automated features extraction in convolution layer. The 

popular architectures of CNN, i.e., visual geometry group16 (VGG16), 

residual network-50 (resNet-50), inceptionV3, mobileNet, and 

efficientNetB7 in medical image processing are compared to brain tumor 

classification task. As the results, VGG16 outperformed other architectures 

of CNN in this study. VGG16 yields 100% accuracy, precision, sensitivity, 

specificity, and F1-score for testing set data. The results show the excellent 

performance in classifying brain tumor and no tumor from MRI images that 

demonstrate the efficiency of system suggested. 
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1. INTRODUCTION 

Brain tumor is deadly cancer results from an uncontrolled division of abnormal cells. Cancer 

pertaining to the brain in leading causes of mortality [1]. There is no age limit for the occurrence of brain 

tumor. It is considered as the third most prevalent cancer among teenagers and adults [1]. The earlier a brain 

tumor is identified, the better the odds of survival and the more therapeutic choices there are. Hence, the 

concern of brain tumor object is still under research. Medical image processing has essential point in the field 

of medicine, especially in noinvasive treatment. It is one of the most important tools to identify as well as 

diagnose brain tumor. Commonly, the anatomy of brain tumor can be examined by magnetic resonance 

imaging (MRI), computed tomography (CT) scan, and X-ray. Unlike X-ray, MRI, and CT scan are not 

contain any radiation. However, MRI more provide accurate anatomical structure of tissues which it is 
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providing clear images of most tumors [2]. MRI is a widely accepted due to it is the most efficient technique 

for high quality medical imaging in brain. Therefore, MRI is better compared to CT scan analysis. 

Unfortunately, the MRI analysis manually is time consuming, tedious, and innacurate sometimes. MRI is 

examined based on visual interpretation of the films to identify the presence of abnormal tissue. Its complex 

structure of brain tissue such as white and gray matter in the brain images is also being a concerned task [3].  

Various computer-aided diagnosis for brain tumor classification using MRI images have many 

explored. They are consisted of as traditional or non-autonomous techniques and techniques pertaining to 

deep learning (DL). Machine learning, as traditional feature engineering has been investigated to solve the 

brain tumor classification task [2], [4]–[7]. However, machine learning approach is still required a human 

intervention to determine the features as input. In addition, the obtained performance by the previous results 

is still need to be improved. Therefore, this study focuses on to build a diagnosis model to brain tumor by 

incorporating automated feature engineering manner. DL has the power for the automated feature 

engineering without human intervention [8]. This study proposes a convolutional neural network (CNN), as 

one of DL algorithm to examine the brain MRI images in classification way. CNN is a frequently used for 

medical image classification task [9]–[12]. We have compared numerous architectures of CNN, i.e., visual 

geometry group16 (VGG16), residual network-50 (ResNet-50), inceptionV3, MobileNet, and efficientNetB7. 

Those architectures of CNN are popularly used for medical image processing task [13]–[17]. This study aims 

to improve the performance of brain tumor classification using MRI images. The significant contributions of 

this study is: 

- Comparing and modifying the popular architecture of CNN (VGG16, resNet-50, inceptionV3, mobileNet, 

and efficientNetB7) with varying hyperparameter tuning. 

- Obtaining a high performance (yields 100% accuracy, precision, sensitivity, specificity, and F1-score) for 

brain MRI images classification task. 
 

 

2. MATERIAL AND METHOD 

The brain tumor classification using MRI images in this study, has consisted of following research 

methodology; i) data acquisition of Kaggle: brain MRI images for brain tumor detection [18]; ii) the brain 

MRI images preprocessing (resize and grayscale); iii) the classification based on CNN architectures; and iv) 

the performance evaluation of brain tumor classification. The visualization of research methodology of brain 

tumor classification can be presented in Figure 1. 
 

 

 
 

Figure 1. The research methodology of brain tumor classification 
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2.1.  Data acquisition 

The experiment of this study were taken from the Kaggle: brain MRI images for brain tumor 

detection [18]. Dataset consisted of 253 brain MRI images, which 155 brain MRI images has tumor, and the 

rest has no tumor. All images are .jpeg/.jpg. The size of brain MRI images is varying, and the sample of brain 

MRI images can be presented in Figure 2. Figure 2 presents the brain MRI images with tumor at Figure 2(a) 

and brain MRI images without tumor at Figure 2(b). 

 

 

  
(a) (b) 

 

Figure 2. The sample of brain MRI images: (a) brain MRI images with tumor and (b) brain MRI images 

without tumor 

 

 

2.2.  Brain magnetic resonance imaging image preprocessing 

Medical image processing is extremely important in the area of medicine, particularly in 

noninvasive therapy and clinical research. The clear brain MRI images has become an essential method of 

high-quality medical imaging, particularly in brain imaging, where soft tissue contrast and non-invasiveness 

are obvious advantages. The step of preprocessing of brain MRI images can be seen in Figure 3. Figure 3(a) 

represents the raw data of brain MRI images. The raw data of brain MRI images have random size, with 

various color of images i.e., black and white and RGB partially. To obtain a fix size and same color of pixels, 

we have rescaled the image to the same size, and convert the random color to same color also. The first 

preprocessing is resizing the brain MRI images to same size of 224×224 pixels that can be seen in  

Figure 3(b). In next step, we convert all images to grayscale that can be seen in Figure 3(c). 

 

 

   
(a) (b) (c) 

 

Figure 3. The step of brain MRI image preprocessing; (a) brain MRI images raw data, (b) resizing the brain 

MRI images to same size, and (c) converting brain MRI images to grayscale 

 

 

2.3.  Convolutional neural networks 

CNN is a one of outstanding DL algorithm, which predominantly trained in supervised manner by a 

stochastic gradient descent method. CNN consisted of convolutional and pooling layers, that combine the 

feature extraction and feature classification into a single learning body. CNN composed of four main 

components, i.e., kernels, a convolution layer, a non-linearity actication function, and pooling layer. The 

interconnections feeding the convolutional layers are assigned by weighting filters ( )w  and kernel size of 

( , )x yK K . The convolution layer representing the image ( )I  is convolved with the smaller two-dimension 

kernel matrix ( )K , which it is given in (1):  
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𝑆𝑖,𝑗 = (𝐼 ∗ 𝐾)𝑖,𝑗 = ∑ ∑ 𝐼𝑖,𝑗 . 𝐾𝑖−𝑚,𝑗−𝑛𝑛𝑚  (1) 

 

where (*) is the two-dimension discrete convolution operator, to the matrix size 𝑚x 𝑛. 

In this experiment, we have tuned five popular architectures of CNN, i.e., VGG-16, resNet-50, inceptionV3, 

mobileNet, and efficientNetB7 with varying parameter. The aforementioned CNN models have popular for 

medical image processing [17], [19]–[22]. In addition, we also tuned the learning rate and batch size as 

hyperparameter tuning for CNN model. The hyperparameter tuning of CNN model can be listed in Table 1.  

 

 

Table 1. The hyperparameter tuning of CNN model 
Model Architecture Learning rate Batch size Loss function Epoch Optimizer 

1 VGG-16 10-2 8 Binary-cross entropy 50 Adam 
2 VGG-16 10-3 8 

3 VGG-16 10-4 8 

4 VGG-16 10-4 16 

5 VGG-16 10-4 32 

6 ResNet-50 10-4 16 

7 InceptionV3 10-4 16 
8 MobileNet 10-4 16 

9 EfficientNetB7 10-4 16 

 

 

2.4.  Performance metrics 

Classification metrics are implemented to measure and monitor model performance in training, 

validation, and testing sets. Classification metrics analyse good or bad the classification is, but each of them 

evaluates it in a different way. There are common classification metrics as in (1)-(5): 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑟𝑒𝑐𝑎𝑙𝑙) =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (4) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2∗(𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (5) 

 

where 𝑇𝑃 represents the number of positive samples correctly classified by classifier, 𝑇𝑁 denotes number of 

negative examples correctly classified by the classifier, 𝐹𝑃 denotes the number of the negative samples 

wrongly classified by the classifier, and 𝐹𝑁 denotes the number of the positive samples wrongly classified by 

the classifier. 

 

 

3. RESULTS AND DISCUSSION 

To generate the nine model of CNN, the brain MRI images were splitted to 80% training, 10% 

validation, and the rest for testing set data. The total is 202, 25, and 26 brain MRI images, for training, 

validation, and testing set, respectively. The performance metrics are accuracy, sensitivity, specificity, 

precision, and F1-score. The performance results of nine models of CNN using testing set can be presented in 

Table 2. As listed in Table 2, VGG16 was firstly experimented to hyperparameter tuning (models 1-5). The 

results of all metrics in models 1-3 that used the same value of batch size (8) and varying learning rates (10-2, 

10-3, and 10-4) have increased. The results of accuracy, precision, sensitivity, specificity, and F1-score show 

higher when decreased learning rate. From the results, the use of 10-4 learning rate presents the highest 

performance among 10-2 and 10-3. Therefore, we have chosen the 10-4 learning rate as the optimal parameter. 

Besides learning rate, we have tuned the batch size from 8, 16, and 32 (models 3–5). Models 3 and 4 perform 

well, but model 4 better with 100% accuracy, precision, sensitivity, specificity, and F1-score. With the 

parameter of model 4, we have used batch size of 16 and learning rate of 10-4. 
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Table 2. The performance results of nine models of CNN 
Model Performance (%) 

Accuracy Precision Sensitivity Specificity F1-score 

1 84.62 88.67 86.67 86.67 84.62 

2 88.46 88.75 87.58 87.58 88.02 

3 92.31 92.31 93.33 93.33 92.26 
4 100 100 100 100 100 

5 92.31 92.31 93.33 93.33 92.26 

6 96.15 95.83 96.67 96.67 96.1 
7 88.46 88.75 87.58 87.58 88.02 

8 88.46 89.29 90 90 88.44 

9 92.31 92.31 93.33 93.33 92.26 

 
 

The others architecture of CNN (resNet-50, inceptionV3, mobileNet, and efficientNetB7) have also 

analysed with the best parameter of model 4. We have compared the VGG16 and others architecture of CNN 

based on their performance results. The results tend to stable, but not significant. VGG16 has outperformed 

the others architecture of CNN. VGG16 consisted of 13 convolution layers, five pooling layers, and three 

dense layers, but it has only 16 weight layers (learnable parameters layer). VGG could use very small 

receptive fields instead of massive fields like alexNet. VGG16 improved on alexNet and replaced the large 

filters with sequences of smaller 3×3 filters. We have concluded that the VGG16 is the best architecture of 

CNN (model 4) based on the comparison for brain MRI images classification task in this study.  

In this study investigation, we presented the confusion matrix (CM) to determine the classification 

model performance for given set of testing data. The features of CM are given for the two prediction classes 

of classifiers (tumor and no tumor), which divided into two dimensions (predicted values and actual values). 

The CM makes predictions on testing set and performs how good the proposed model is, and also it 

calculates the different parameters for the models, such as of accuracy, precision, sensitivity, specificity, and 

F1-score. Figure 4 presented the CM for nine models of CNN (Figures 4(a)–(i)). Model 4 as the proposed 

model, obtained the excellent performance where all the classes have successfully classified (15 brain tumor 

and 11 no brain tumor). 
 

 

   
(a) 

 

(b) (c) 

   
(d) 

 

(e) (f) 

   
(g) (h) (i) 

 

Figure 4. The CM for nine models of CNN based on testing set; (a) model 1, (b) model 2, (c) model 3, (d) 

model 4, (e) model 5, (f) model 6, (g) model 7, (h) model 8, and (i) model 9 
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We have compared our proposed model to other previous works that using DL for brain MRI 

images classification. Çinar and Yildirim [12] have improved the DL model for brain MRI images 

classification, which the resNet50 model is used as the base and preferred to use a trained model. From the 

resNet50 as base model, they removed five layers of resNet50 and added ten new layers, which the number 

of layers from 177 increased to 182. They achieved 97.01% accuracy.  

Saxena et al. [23] has also implemented and proposed resNet 50 for brain MRI images 

classification. They compared VGG16 and inceptionV3, however, the resNet50 has outperformed both model 

with the 95% accuracy. Shahzadi et al. [24] has introduced a cascade of CNN (VGG16) with long short-term 

memory (LSTM). They have also compared to the features extracted from alexNet and resNet, however, 

VGG16 has the highest accuracy with 84%.  

Siddique et al. [25] have also proposed VGG16 and achieved 96% accuracy. But, they have 

modified the general VGG16 architecture. They changed final max-pooling layer to average-pooling layer, 

also known as global average pooling (GAP) layer.  

From the benchmark studies, we have concluded that our proposed model (VGG16) outperformed 

the previous works (refer to Table 3). With the excellences of VGG16, we obtained excellent performance 

results with the 100% accuracy, precision, sensitivity, specificity, and F1-score. Though the results look 

promising to clinical practice, the limitation of this study is the used dataset still not generalized. Add more 

brain MRI images datasets, can make a DL model robust due to varying features learned. 

 

 

Table 3. The benchmark studies for Brain MRI images classification using DL 
Authors Method Performance (%) 

Accuracy Precision Sensitivity Specificity F1-score 

Çinar and Yildirim [12] Improved DL model 97.01 - - - - 

Saxena et al. [23] ResNet50 95 - - - - 
Shahzadi et al. [24] VGGNet - LSTM 84 - - - - 

Siddique et al. [25] VGG16 96 93 100 - 97 

Proposed VGG16 100 100 100 100 100 

 

 

4. CONCLUSION 

This study presents the nine model of CNN with five varying architectures, i.e., VGG-16, resNet-50, 

inceptionV3, mobileNet, and efficientNetB7 for brain MRI images classification. VGG16 with the modified 

hyperparameters (batch size and learning rate) proved to be a significant way to classify the brain tumor. The 

performance has outstanding results with 100% accuracy, precision, sensitivity, specificity, and F1-score 

using testing set. The power of DL provides more efficient result than the conventional algorithm 

(handcrafted features). The finding of this study lead to inclusion of clinical experts in support of clinical 

decision systems. 
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