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 Despite the existence of numerous models for detecting lung cancer, there is 

still room for achieving higher levels of accuracy. In this paper, a maximum 

sensitivity neural network (MSNN) has been proposed. As the name 

suggests, the model aims to achieve high sensitivity and offers a viable 

remedy to minimize the number of false positive in oder to improve the 

overall accuracy for lung cancer detection. The MSNN model is a promising 

model since it can efficiently interpret grayscale lung computed tomography 

(CT) scan images as inputs and can be trained using just a few images also. 

This model has surpassed previous deep learning models by obtaining a 

remarkable sensitivity of 94.6% and an accuracy of 96.9%. A sensitivity 

map is created, offering important insights into the critical regions for 

finding malignant nodules. This innovative method has shown outstanding 

performance in identifying lung cancer with a low false positive rate which 

can increase the accuracy of medical diagnoses. 
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1. INTRODUCTION 

Accurate diagnosis of disease is a challenge in medical research. Lung cancer among many types of 

cancer have been identified most dangerous and having negative effects [1]-[3]. According to India's 

National Cancer Registry Programme, cancer accounts for about 7,84,821 fatalities each year [4], [5]. 

Neoplasm, which are abnormal cell growths, can cause benign or malignant tumours or nodules to develop in 

lungs. The effectiveness of treatment can be greatly improved, and patient survival rates can be subsequently 

raised by early detection of lung or pulmonary nodules.The best diagnostic technique for detecting lung 

cancer is a computed tomography (CT) scan because more thorough study of the lungs and quicker detection 

of lung nodules are possible as it has high resolution, low distortion, and high contrast . However, noise in 

CT scan images can degrade image clarity and make it more difficult for radiologists to identify lung cancer 

in its early stages. Therefore, models based on deep neural networks have been developed to significantly 

detect the cancer with great accuracy. In recent years, the field of artificial intelligence (AI) has shown 

significant progress, particularly in image recognition, and speech recognition [6]-[8].In this paper, a deep 

convolution neural network called maximum sensitivity neural network (MSNN) has been proposed which 

finds and learns patterns in lung CT scan images to detect lung cancer. This model employs 512×512 

grayscale images and can also be trained on a dataset with a small number of images. MSNN can extract 
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deep features of the image which later can be fed into the k-nearest neighbor (k-NN) classifier for 

classification. As a result, the proposed model has a high accuracy for lung cancer detection. 

Another important feature of this model is use of pre-batch normalization (BN) and max pooling 

layers to reduce model complexity. Sensitivity maps has been plotted to visualize which part of image 

contributes more for the classification of image. It is essential to detect a lung nodule with high accuracy. 

This is a difficult task for radiologist and more enquiry time is required. Therefore, variety of deep neural 

networks have been developed for lung cancer detection and proved to be better than artificial neural network 

[9]‒[11]. Some of them are studied and summarized. Zhang et al. [12] used deep neural network to extract 

shallow and deep features for ovarian cancer classification. Wu et al. [13] designed convolutional neural 

network (CNN) which is based on AlexNet architecture for categorization of ovarian cancer pathological 

images, and the model accuracy rate was 78.2%. Tajbakhsh and Suzuki [14] applied artificial neural 

networks and CNN for testing benign and malignant nodules in lung CT scan images. The experimental 

results showed that when it came to categorising lung lesions and tumours, CNN outperformed other artificial 

neural networks. Shen et al. [15] designed a convolutional network named multi crop CNN for classification 

of lung nodule malignancy by using learned deep features. Masood et al. [16] proposed deep fully 

convolution neural network (DFCNet) model which is a convolution neural network used for classification of 

lung nodule into four stages. This proposed network gave an accuracy of 84.58% indicating the effectiveness 

of proposed method. Govindarajan and Swaminathan [17] proposed a CNN model with optimized parameters 

to detect COVID-19 with sensitivity of 97.63% and F-measure of 97.1%. The model proved to be efficient in 

providing visual diagnostic solution. Shelhamer et al. [18] developed new model which is a CNN. In this 

model, fully convolutional layer is used in place of fully connected (FC) layer. This modification enabled the 

precise pixel-by-pixel prediction of the entire image in a single forward pass. Christ et al. [19] segmented the 

liver by cascading two fully connected networks (FCN), with the first FCN segmenting the liver as the region 

of interest for the second FCN segmenting the lesions in the liver. This method successfully segmented 

lesions in CT images with a dice score of 0.823 and magnetic resonance imaging (MRI) images with a dice 

score of 0.85. To limit the number of false positives (FP) brought on by the imbalanced ratio of background 

and foreground pixels in medical images, to apply the focal loss on the FCN [20]. In this structure, the 

intermediate segmentation results were generated using the FCN, and the FP were subsequently eliminated 

using the focal FCN. This paper is organised as follows: This paper is organised as follows: section 2 

presents a literature review, section 3 discusses the proposed MSNN architecture, section 4 presents the 

experimental results and compared with other models. Finally, concluding remarks and future work to be 

carried out is discussed in section 5. 

 

 

2. PROPOSED METHOD 

2.1.  Maximum sensitivity neural network architecture 

A private database with thousands of lung CT scan images is used in this study. The goal of the 

research is to create a novel, effective convolution neural network architecture that detects lung cancer and 

outputs a two-dimensional vector for binary data (cancerous vs noncancerous). Therefore, MSNN has been 

designed for the diagnosis of lung cancer by using lung CT scan images. It is designed based on the 

pretrained deep neural network AlexNet [21]. Each input CT scan image is a member of a specific class, and 

a probability score is assigned to it as an output.  

AlexNet is a deep convolution neural network which is well suited for image classification making 

it viable choice for lung cancer detection. Due to deep architecture, it uses large number of parameters and is 

more prone to overfitting, particularly when the dataset is small. The architecture consists of five convolution 

layers, three max pooling layer, three FC layers, and a soft max (SM) layer at the output. Hence, MSNN 

model has been proposed which is a modified version of AlexNet by utilizing global average pooling (GAP) 

layer in the architecture to tackle the problem of model overfitting caused by small dataset. Figure 1 presents 

MSNN architectural layout which shows that it is made up of five successive blocks [21]. Block1-block4 are 

made up of four layers namely convolution (conv), BN, rectified linear unit (ReLU) and max pooling layer. 

Wherein, block 5 is made up of convolution, BN, ReLU, and GAP layer followed by FC layer and softmax 

layer. To classify the test images, it learns and identify patterns from lung CT scan images. This network 

input layer accepts grayscale images with a 512×512 pixels.  

Firstly, MSNN is trained to distinguish between malignant and noncancerous lesions in lung CT 

scan images. Secondly, the network extracted features from deep layers of lung CT scan images and then it is 

fed to KNN classifier for classification. Although CNN can perform image classification task very well but, 

medical applications require fine-grained classification, where the distinctions between classes are subtle. So, 

an additional KNN classifier has been utilized to refine the classification and to make more precise 

distinctions.  



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 13, No. 3, September 2024: 3218-3227 

3220 

 
 

Figure 1. Internal architecture of MSNN model 

 

 

The combined architecture of MSNN with a k-NN classifier has been designed carefully. 

Preprocessed grayscale CT scan image is passed through a series of convolutional layer, BN layer, ReLU, 

and max pooling layer multiple times through block1-block5. Each convolutional layer applies multiple 

filters to the input image and capture different feature maps like edges and patterns. The extracted features 

have been applied to the GAP layer which will then calculate the average value of all elements of each 

feature map, resulting in a single value. The output from GAP layer is a 1-dimensional vector which is 

further fed as an input to the FC layer. Each neuron in the FC layer takes this input vector, multiplies each 

input value by a corresponding weight, and adds a bias term and computes a weighted sum of the input 

values. Atlast, the weighted sum of input values from the FC layer is applied to the softmax layer to produce 

class probabilities. After the MSNN has performed its feature extraction, the features extracted from the FC 

layer can be used as inputs for the k-NN classifier. The k-NN algorithms works as follows: 

− Firstly, take all features extracted from the FC layer as an input to knn clasifier, where each image has 

attributes and a corresponding class label. 

− For a new, unlabeled test image, the algorithm calculates the distances between test image and all the 

images in the training dataset. The distance metric used is Euclidean distance. 

− Identify the images with the shortest distances to the test image.  

− Sort all the calculated distance metric in ascending order.  

− The images near to test image are considered as k-NN. 

− The algorithm looks at the class labels of these k neighbors and determines the majority class.  

− At last, the test image is then assigned to this majority class. 

The efficacy of the k-NN classification technique hinges on the selected k value. In this work, the 

elbow method was employed to ascertain the ideal k value for the dataset. This involves plotting the sum of 

squared error (SSE) values against various k values and identifying the juncture on the graph where elevating 

the k value ceases to yield substantial changes. This inflection point, known as the "elbow," designates the 

optimal k value. The optimal k value for the k-NN classifier was determined to be 300. 

 

2.2.  Dataset and training options 

Since classification of test images depends on several parameters, neural network training is quite 

crucial and needs to be carefully considered. The following setting has been done while training MSNN. 

ADAM optimization method has been chosen because it updates the learning cofficients in each iteration and 

maintains separate learning rates for each parameter. It also adapts the learning rates during training. It also 

requires less manual tuning of hyperparameters. A batch size of 20 and epoch value of 20 has been set to 

train MSNN. Optimum batch size and epoch value has been chosen with a trial method. Batch size 
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contributes to learning processes by balancing the convergence rate of the network as well as accurate 

estimation [22]. However, the size of batch size has not been considered high since this may be costly in 

terms of time consumption and memory usage. It is observed that the network will experience overfitting if 

the epoch value choosen is too high. Conversely, a low epoch value will cause the network to converge 

quickly and cause training to end early. The dataset is divided into training and validation set randomly for 

split1. 70% of images from datasets are used for training and the remaining images are used for testing. 

Split2, Split3, and Split4 imply that 75%, 80%, and 85% of the database images are used for training 

respectively, while the remaining images are used for testing. Therefore, the training process has been 

performed four times, each with a different split of the dataset to assess the model's performance across 

different training scenarios and to obtain a more robust estimate of the model's generalization capabilities. 

In this work, lung CT scan images in DICOM format have been acquired from A. J. Hospital and 

Research Centre to test the performance of MSNN. The dataset consists of 434 lung CT scan images of 

patients, in which 249 lung CT scan images belong to patients with cancer and the remaining 185 lung CT 

scan images belong to patients with healthy lungs. Sample images from the dataset are displayed in Figure 2. 

 

 

 
 

Figure 2. Samples of lung CT scan images 

 

 

The performance of MSNN has been evaluated by obtaining confusion matrix which helps in 

calculating all the metrics related to performance of network. The following is a description of the different 

layers used in the architecture: 

‒ Input layer: the MSNN architecture accepts grayscale CT scan images. 

‒ Convolution layer: it performs convolution operation between the input image(f) and filter size(g) by 

using (1) [23]. 

 

𝑓(𝑥) ∗ 𝑔(𝑥) = ∑ 𝑓(𝑘). 𝑔(𝑥 − 𝑘)∞
𝑘=−∞  (1) 

 

where x and k are spatial variables. In general, a smaller filter size may lead to an overfitting issue, while 

a bigger filter size may increase the underfitting issue. Therefore, this layer uses 8 filters with a 6×6 

ideal filter size. 

‒ BN layer: the next successive layer is BN layer which expedites training speed and lessens network 

sensitivity. Therefore, performing normalization over a batch(v) of m instances for ’i’ unit can be done 

using the following steps. Firstly, compute batch mean by using (2) [23] for ‘i’ unit. This is done by 

summing up the values of unit ‘i’ from all instances (ranging from 1 to m) in the batch and then dividing 

it by the total number of instances(m) in the batch. 

 

𝜇𝑖 = ∑ 𝑣𝑖
𝑟/𝑚𝑚

𝑟=1  (2) 

 

Where r ranges from 1 to m. 

The second step is to compute batch variance for the ‘i’ unit by using (3) [23]. This involves 

calculating the squared difference between each value of ‘i’ unit in the batch and the batch mean (𝜇𝑖). The 

squared differences are then summed up and divided by the total number of instance(m) in the batch. 
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𝜎𝑖
2 = ∑ (𝑣𝑖

𝑟 − 𝜇𝑖)2/𝑚𝑚
𝑟=1  (3) 

 

The third step is to normalize each instance's value (𝑣𝑛
𝑟) in the batch using the calculated batch mean 

(𝜇𝑖) and batch variance (𝜎𝑖) by using (4) [23]. For each instance 'r', the value of unit 'i' is subtracted by the 

batch mean (𝜇𝑖) and then dividing by the batch variance (𝜇𝑖).  

 

𝑣𝑛
𝑟 = 𝑣𝑖

𝑟 − 𝜇𝑖/𝜎𝑖  (4) 

 

Lastly, scale with learnable parameters by using (5) [23]. The normalized batch instances (𝑣𝑛
𝑟) are 

scaled using learnable parameters, 𝛾𝑖, and 𝛽𝑖 . These parameters allow the network to learn the appropriate 

scale and shift for each unit 'i' in the batch normalization process.  

 

𝑎𝑖
𝑟 = 𝛾𝑖 ∗ 𝑣𝑛

𝑟 + 𝛽𝑖  (5) 

 

After applying batch normalization to each unit 'i' in the batch, the network can continue with 

further layers and activations.  

‒ ReLU layer: it is an activation function used to add nonlinearity to the network by adding a rectifier 

function which is computing linear operations during convolution. The function works by using (6) [24]. 

The ReLU function keeps the positive values unchanged (identity function) and sets negative values to 

zero. This non-linear activation helps the network to learn complex relationships in the data and makes 

the network capable of learning more complex functions. 

 

𝑓(𝑥) = 0, 𝑥 < 0 

𝑓(𝑥) = 𝑥, 𝑥 > 0 (6) 

 

‒ Max pooling layer: it helps to decrease the size of the convolved feature map to reduce computational 

costs.  

‒ GAP layer: applying this layer to the feature maps summarizes the spatial information within each 

channel by taking the average value across all spatial locations. This operation retains the channel-wise 

information while discarding the spatial dimensions, resulting in a compressed representation of the 

feature maps. 

‒ FC layer: it helps in classifying the images. 

‒ SM layer: it converts the output of the last layer into a probability distribution. 

 

2.2.1. Accuracy 

This parameter defines true positive (TP) and true negative (TN) or correct cases over total number of 

cases which includes false cases too. In (7) can be used for accuracy calculation. TP are the number of lung 

cancer cases correctly predicted by the model (71 in this case). TN are the number of non-lung cancer cases 

correctly predicted by the model (55 in this case). Wherein FP are the number of non-lung cancer cases 

incorrectly classified as lung cancer cases (0 in this case). False negatives (FN) are the number of lung cancer 

cases incorrectly classified as non-lung cancer cases (4 in this case). A high accuracy value indicates that the 

model is making correct predictions for a large proportion of lung cancer cases and non-lung cancer cases [25]. 

 

 Accuracy=
TN+TP

TN+TP+FN+FP
  (7) 

 

2.2.2. Precision 

This parameter determines TP cases over TP and TN cases. In (8) can be used for precision 

calculation. This is essential to calculate in medical applications because it helps assess the model's ability to 

minimize FP. A high precision value indicates that the model has a low rate of FP, meaning it correctly 
identifies most positive cases. Conversely, a low precision value indicates that the model incorrectly 

classifies non-lung cancer cases as positive, leading to a higher rate of FP [26]. 

 

Precision=
TP

TP+FP
  (8) 

 

2.2.3. Recall/sensitivity 

This parameter measures TP rate and is also known as sensitivity. It evaluates the model's ability to 

correctly identify positive cases (lung cancer cases) out of all instances that belong to the positive class. A 

value close to 100% means its test result is positive and patient has disease. Conversely, a low recall value 
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suggests that the model is missing many positive cases, leading to a higher rate of FN. In (9) can be used for 

recall calculation [26]. 

 

 Recall=
TP

TP+FN
  (9) 

 

2.2.4. F-score 

It is a metric that combines both precision and recall providing a single score that balances their 

trade-off. This parameter determines how many cases are classified correctly. A high F1 score indicates that 

the model has achieved a good balance between precision and recall, making it effective at correctly 

identifying positive cases (lung cancer) while keeping FP and FN in check. In (10) can be used for 

calculating this parameter [26]. 

 

 F-Score=
2*(Precision*Recall)

Precision+Recall
 (10) 

 

2.2.4. Specificity 

Specificity is also known as a TN rate. This parameter determines how many cases are correctly 

classified as negative. It is essential to calculate in medical related applications because it evaluates the model's 

ability to minimize FP specifically for the negative class. A high specificity value means that the model is 

correctly identifying most of the non-lung cancer cases, reducing the rate of FP for patients who do not have 

the disease. Wherein a low specificity value indicates that the model is misclassifying many negative cases as 

positive, leading to a higher rate of FP. In (11) can be used for calculating this parameter [26]. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (11) 

 

 

3. RESULTS AND DISCUSSION 

Performance comparison of proposed MSNN with other existing deep learning models has been 

shown in Table 1. The confusion matrix is shown for four different splits of the dataset in Figure 3. Table 2 

compares performance metrics across split1, split2, split3, and split4. It's evident that split 1 exhibits the 

highest accuracy, precision, recall, specificity, and F-score attributes particularly significant in medical 

contexts. Notably, the false positive rate (FPR) is at 0% in split 1, indicating the model's adeptness in 

distinguishing between positive and negative cases, reducing the misclassification of negatives as positives.  

From the results it can be observed that MSNN achieved an accuracy of 96.9% and sensitivity of 

94.6. Therefore, it can be concluded that MSNN worked well in the identification of lung cancer because the 

accuracy reported in [27]‒[29] is 80.1%, 84%, and 88.1%, respectively. It was found that all three methods 

used to compare the results of our proposed MSNN are popular object detection neural network algorithms. 

To ensure the fair comparison similar datasets are utilized in [27]‒[29] which are acquired from private 

hospitals consisting of lung CT scan images of size 512×512. 

Generally, medical data will be so large that overfitting is a constant issue for deep neural networks. 

To overcome this problem, an average pooling layer is used which reduces network complexity. Accuracy 

and loss plots clearly indicate that the proposed model does not overfit the data and therefore exhibits good 

efficacy. Sensitivity maps [30] have been used in this work to determine which area of the lung CT scan 

image contributes the most to the proposed model classification. It is clear from these maps that the 

classification decision is based on a deep neural network image feature. Sensitivity maps use a mask, which 

is a grey square, to cover different portions of the input image to calculate the change in probability score for 

a specific test image. Figure 4 shows lung CT scan image with a probability score and sensitivity maps 

overlaid on it. Red area in sensitivity maps shows highest contribution in classification decision wherein blue 

area in maps represents less or no contributions in classification decision. 

 

 

Table 1. Performance comparison of MSNN with other existing deep learning models 
Deep learning models Performance metrics 

Accuracy (%) Sensitivity (%) Precision (%) F-score (%) Specificity (%) 

Faster R-CNN [27] 80.1 - - - - 

Cascade R-CNN [28] 84 - - - - 

SC-dynamic R-CNN [29] 88.1 - - - - 
MSNN (proposed method) 96.9 94.6 100 97.22 100 
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Figure 3. Confusion matrices obtained for different dataset splits 

 

 

Table 2. Calculation of performance parameters for different splits 
Splits Accuracy (%) Precision (%) Recall (%) FPR (%) Specificity (%) F-score (%) 

Split1 96 100 94 0 100 97 
Split2 90 90 93 13 86 91 

Split3 95 97 94 2 97 95 

Split4 93 97 91 3 96 94 

 

 

 
 

Figure 4. MSNN Model classifying lung cancer with a probability score and ploting of sensitivity map 

 

 

In this research work, the proposed model extracted deep layer features. These features contain a lot 

of distinguished information about the image. Therefore, by using lung CT scan image, features of different 

convolution layers have been extracted which is shown in Figure 5. Convolution layers can extract features 

from various angles and therefore, the first convolution layer extracts fundamental information which 
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contains spots and edges. Results showed that deep layers extracted high level and abstracted features by 

merging earlier features. Hence, features retrieved from the deeper layers are more suited for classification 

[31]. The extracted features are then fed as an input to KNN classifier. While using classifier different 

parameters need to be set manually. 

 

 

 
 

Figure 5. Features extracted from different convolution layer of MSNN 

 

 

4. CONCLUSION 

When building a deep learning model for lung cancer diagnosis, great accuracy is essential. As a 

result, MSNN model with rigorous design has been proposed which gives impressive levels of efficiency. In 

comparison to previous methods, the proposed model outperformed them with accuracy of 96.9% and 

sensitivity of 94.6%. The suggested model considerably aids in the classification process by successfully 

extracting features from multiple convolution layers. On the input lung CT scan image, a sensitivity map has 

been created, showing the nodule area in red. This map makes it easier to distinguish between cancerous and 

non-cancerous areas of the image. Certain factors typically need manual adjusting to attain high accuracy 

using a classifier, which can take time. Therefore, fixing this issue could be the main goal of future effort. 

Utilising Bayesian optimisation, a tool for automatically choosing the best parameters, is one possible 

strategy. This strategy would simplify the parameter selection procedure and increase the classifier's 

effectiveness. 
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