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 Healthcare is very important application domain in internet of things (IoT). 

The aim is to provide a novel combined feature selection (FS) methods like 

univariate (UV) with tree-based methods (TB), recursive feature elimination 

(RFE) with least absolute shrinkage selection operator (LASSO), mutual 

information (MI) with genetic algorithm (GA) and embedded methods (EM) 

with univariate has been applied to internet of medical things (IoMT)based 

heart disease dataset. The well-suited machine learning algorithms for IoT 

medical data are logistic regression (LR) and support vector machine (SVM). 

Each combined method has been applied to the machine learning algorithms 

to find the best classifier for prognosis. The various performance metrices has 

been calculated for all the combined feature selection methods for logistic 

regression and support vector machine and found that for precise classification 

could be done using recursive elimination feature selection method with 

LASSO applied to logistic regression achieved a better performance than all 

other combined methods with high accuracy, sensitivity and high area under 

curve. Decision has been taken by data analytics that RFE+LASSO using LR 

feature selection method will provide an overall better performance for IoT 

based medical heart disease dataset after comparing all other combined 

methods with LR and SVM classifiers.  
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1. INTRODUCTION 

In humans, there are various chronic diseases like heart failures, kidney failures, cancer, etc. Among 

all these, this research mainly focused on iot based heart disease. To monitor heart and to take decisions in a 

fast and rapid manner, we have implemented internet of things (IoT) sensors for acquiring data. The patient’s 

health is more important to survive. This IoT based monitoring of heart take a major role to sense human heart 

parameters in a better way for earlier prediction to get diagnosed. Acquiring data and analyzing data is the 

foremost and crucial role in machine learning. Hence, this research paper mainly focuses on the preprocessing 

stage of this prognosis process. Various preprocessing techniques are commonly used in IoT medical sensor 

datasets. They are data cleaning, data normalization, feature selection, feature extraction, Dimensionality 

reduction, data augmentation and data mixing and combinations. Among all these kinds of preprocessing 

techniques, IoT based heart disease medical dataset can be effectively pre-processed mainly using data 

cleaning, data normalization and feature selection processes. The IoT based heart disease dataset has been 

collected from University of California Irvine (UCI) machine learning repository. The tool used for 

implementing this dataset is python. 

https://creativecommons.org/licenses/by-sa/4.0/
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2. RELATED WORKS OR BACKGROUND 

Li et al. [1] proposed a novel fast conditional mutual information feature selection algorithm which 

can select the suitable features which can improve the classification accuracy and reduce the computation time. 

They suggested that the above said novel method mainly works well with support vector classifier. Khan and 

Algarni, [2] mentioned that modified optimization algorithm has been presented in their work to increase the 

prognosis precision during classification. The proposed algorithm improves the feature search by Levy flight 

algorithm. This proposed algorithm is used to optimize the parameters of heart disease for better prediction. 

Ghosh et al. [3] proposed a feature selection technique with the combination of relief and least absolute 

shrinkage selection operator (LASSO) technique which could be used to select important features for 

classification using bagging and boosting techniques. Zhong et al. [4] proposes a new pre-processing 

methodology based on subspace similarity detection. This technology can handle similar kind of sensing data 

to provide precise accuracy for classification. Mittal et al. [5] have studied and found that these preprocessing 

techniques like imputation, smoothing, feature extraction and data reduction has been done in sequential order. 

Also, presented that horizontal data reduction is not suitable for sensor datasets and vertical data reduction 

method is more suitable for data preprocessing. Krishnamurthi et al. [6] data processing techniques such as 

data denoising, data outlier detection, missing data imputation and data aggregation has been considered for 

their study. Moreover, understood the necessity of data fusion and various data fusion methods such as direct 

fusion, associated feature extraction, and identity declaration data fusion. Cofre-Martel et al. [7] presented a 

preprocessing pipeline followed for big systems, their discussion is based on data selection and label 

generation. To create clean datasets, two case studies has been discussed. Jane and Arockiam [8] reviewed 

about IoT preprocessing techniques for sensor data and studied about cleaning, transformation, reduction and 

integration in a detailed manner. Fraser et al. [9] evaluated that the high risk of heart patients could be identified 

easily. Machine learning algorithms are easy to identify diseases when it has been applied on proper suitable 

datasets proposed by [10]. Sivakumar and Pramod [11] presented minimum of fourteen attributes are needed 

for better classification and suitable hybrid methods have been used to develop accurate models. Features 

included in various studies related to IoT based heart disease are given in [3], [12]–[15]. 

 

 

3. WORK FLOW AND PROPOSED METHODOLOGY  

3.1.  Workflow 

UCI heart disease dataset can be pre-processed using feature selection techniques and the pre-

processed data could be used to train the model using machine learning algorithms. The performance measures 

are evaluated to do better prognosis. The overall workflow of our research has been given in Figure 1.  

 

 

 
 

Figure 1. Overall workflow 

 

 

3.2.  The proposed methodology 

The dataset has been taken from UCI heart disease repository. This dataset has been preprocessed by 

replacing missing values, normalization etc. In this preprocessing stage, the four combined feature selection 

methods are being used. Combined feature selection methods discussed here are univariate with tree-based 

method (UV+TB) [16], recursive feature elimination (RFE) with LASSO method (RFE+LASSO) [17], mutual 

information with genetic algorithm (MI+GA) [18] and embedded method with univariate (EM+UV) [19]. 

These methods are used to select the relevant features from original dataset. These selected features of various 

combined methods are used to train the machine learning model using logistic regression (LR) and support 
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vector machine (SVM) which are more suitable for IoT based medical dataset. The various suitable machine 

learning (ML) performance measures have been calculated to identify the abnormal patients to treat them 

earlier from the risk of danger. The proposed method workflow has been shown in Figure 2. 

 

 

 
 

Figure 2. Workflow of the proposed model 

 

 

3.2.1. Dataset 

Data plays a major role in any research analysis. To understand data well, to take better decision, we 

have considered the possible application domain dataset from secondary source or from real time data. For our 

research work, the data has been gathered from UCI machine learning repository. The datasets used in our 

research are from cleveland, hungary, Switzerland, V long beach [20] and statlog heart disease dataset [21]. 

The samples collected are more than 1,190 cases from these datasets. 13 attributes with one target attribute 

have been selected for our research work. 

 

3.2.2. Preprocessing of dataset 

This preprocessing involves noticing and removing any data samples that are significantly different 

from the rest of the data to reduce errors while building a model. For example, removing data points that are 

outside the normal range of heart rate or blood pressure. Transforming the data to a common scale or range is 

very essential for comparisons and analysis. For example, normalizing the heart rate values to a range between 

0 and 1. The datasets collected from secondary sources may contain missing values and noise removal [22]. 

The missing values can be examined by calculating the mean for the missing values and by arranging the values 

in increasing order. Then the middle value is calculated. After that the data is to be standardized using 0 and 1. 

 

Pm =  β0 +  βk Q + ∈ k, for k =  1, 2 . . . n (1) 

 

The above equation can be used by the random samples present in a dataset and the regression model 

is given as,  

 

Pm =  β0 +  βk Q + ∗ ∈ k (2) 

 

The equal variance and error are expressed as ∈k. The least squares values are represented by β0 and βk 

respectively. The sample data and the average values are calculated using the deviation. In (3), the average 

value is estimated as follows [22].  

 

µ= 
∑ 𝑄𝑖

𝑛
𝑖=1

𝑁
 (3) 

 

Where N represents the frequency of data and Qi is the input data. The formula for data normalization 

is given in (4) and (5),  
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𝑛𝑟 = 
∈𝑖

∗

𝜎𝑖
∗ (4) 

 

𝑛𝑟 = 
𝑄𝑖 − 𝜇𝑖

∗

𝜎𝑖
∗  (5) 

 

where ∈𝑖
∗ - Residual value, 𝜎𝑖

∗ - Variance. 

 

3.2.3. The proposed Feature selection combined methods 

This proposed technique involves selecting a subset of relevant features from the original data. We 

can achieve more robust and accurate results after using many techniques together while using various 

combined feature selection methods. It helps to remove redundant, irrelevant, or noisy features that may not 

contribute to the accuracy of the model [23].  

a. Univariate with tree-based methods (UV+TBM) 

This method comprises of selecting the features having highest correlation or statistical importance to 

target variable. Univariate feature selection method like Chi-squared test or analysis of variance (ANOVA) has 

been used to find the most relevant features based on statistical test. After performing the above-mentioned 

test, the tree-based methods like random forest or gradient boosting are used to find the selected features 

importance. This type of combined feature selection method leverages the statistical importance effectively,  

b. Recursive feature elimination with LASSO (RFE+LASSO) 

This technique involves iteratively removing the least important features from the dataset until the 

desired number of features has been obtained. Using a machine learning model, rank the importance of the 

features and removing the least important feature at each iteration. After obtaining a reduced feature set using 

the previous step, apply L1 regularization (Lasso) technique to further shrink the less important feature 

coefficients to zero. This method of combination can provide a sparse set of relevant features while considering 

both the model's performance and feature importance. 

c. Mutual Information with genetic algorithms (MI+GA) 

Mutual Information is a measure of the dependency between variables. It quantifies the amount of 

information that can be obtained about one variable by observing another variable. Calculate mutual 

information between each feature and the target variable to identify relevant features. Mutual Information can 

be used as a filter method to rank features based on their relevance to the target variable. GA is a metaheuristic 

optimization algorithm that uses an evolutionary approach to select features based on their performance, to 

iteratively refine the feature set. This combinational method allows for capturing both linear and non-linear 

relationships among features for overall performance of the selected features. 

d. Embedded method with univariate (EM + UV) 

Embedded feature selection methods, such as L1 regularization with logistic regression or decision 

trees, which automatically evaluate feature importance during the model training process. Then, combine it 

with a univariate feature selection approach to further refine the feature set based on statistical tests. This 

combination takes advantage of the intrinsic feature selection capabilities of the model and the broader 

statistical analysis.  

 

3.2.4. Machine learning classifiers 

a. Logistic regression 

Logistic regression [24] is a binary classifier and it takes one or more features of x and predicts the 

response y. The mapping function in logistic regression method is known as sigmoidal function. A sigmoidal 

function is of ‘S’ shaped function that ranges the values between o and 1. This is known as logit function. This 

can be represented as follows.  

 

logit(x) = 
1

1 +𝑒−𝑥 (6) 

 

Where x is an independent variable and e is a Euler number. The purpose of logit function is to map 

any real number to zero or 1. The regression coefficients 𝑎0, 𝑎1 can be learned and the predictor predicts p(x) 

directly using the threshold function as,  

 

y = {
1 𝑖𝑓 𝑝(𝑥) > 0.5
0 𝑜𝑡𝑐𝑐ℎ𝑒𝑟𝑤𝑖𝑠𝑒

} (7) 

 

To obtain the parameters, we need to determine the relationship between the dependent and independent 

variable. In this model the maximum likelihood function (MLE) using the training data. The idea is to learn 
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the values of parameters of logistic model (a’s) by minimizing the error in the probability predicted by the 

model. 

b. Support vector machine 

Support vector machine [25] which is very much used when dealing with complex decision boundaries 

and for high dimensional data. The margin has been maximized to provide an optimal hyperparameter by 

separating the datapoints of different classes. The hyperplane is defined by a set of weights (coefficients) and 

bias term. Support vectors are those datapoints that fall on the boundary lines. All training samples that fall on 

the boundary lines are called support vectors.  

 

 

4. RESULTS AND DISCUSSION 

In this section, various performance measures, comparison of combined feature selection methods 

with LR and SVM and about the best combined feature selection methods with LR and SVM are projected. 

The feature selection based combined methods are implemented in classifiers to provide an effective combined 

method after performing various performance measures. The suitable performance measures used for this IoT 

based medical data are given as below,  

 

4.1.  Performance measures 

The effectiveness and quality of model’s predictions could be evaluated using performance measures 

in machine learning. The various performance measures evaluated for this research are accuracy, precision, 

recall, f-measure, sensitivity, specificity and area under curve [26] which has been given using the formula 

from (8) to (14). From these measures, we can understand which feature selection method is best suited for 

predicting iot based medical data. These measures are explained as below. 

− Accuracy: The proportion of correctly classified instances. 

− Precision: The ratio of true positive (TP) predictions to the total predicted positives. It measures the 

model's ability to avoid false positives. 

− Recall (Sensitivity): The ratio of true positive predictions to the total actual positives. It measures the 

model's ability to identify positive instances correctly. 

− f -measure: The harmonic means of precision and recall, providing a balanced measure of both metrics. 

− Sensitivity: Sensitivity measures the capability of a model to correctly classify patients with heart disease 

or samples from the total number of actual positive instances in the dataset. It calculates the proportion 

of true positive predictions (correctly predicted positive samples) out of all the actual positive samples. 

− Specificity: Specificity is also referred to as the true negative rate (TNR). It calculates the proportion of 

true negative predictions (correctly predicted negative samples) out of all the actual negative samples. 

− Area under the receiver operating characteristic curve (AUC-ROC): Measures the model's ability to 

discriminate between classes across different classification thresholds. 

 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (8) 

 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (9) 

 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (10) 

 

F measure = 2 * 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (11) 

 

Sensitivity = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (12) 

 

Specificity = 
𝐹𝑃

𝐹𝑃+𝑇𝑁
 (13) 

 

Area under curve (AUC) = Σ[(TPR(i)  +  TPR(i + 1))/2] ∗ (FPR(i + 1) − FPR(i)) (14) 

 

4.2.  Comparison of combined feature selection methods with LR and SVM  

The combined feature selection methods explained above has been undergone various performance 

measures applied to LR and SVM which has been given in Table 1. Three suitable combined feature selection 

methods have been selected which has obtained high accuracy, better sensitivity and good in auc. The overall 
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combined feature selection methods with its calculated performance measures representation have been given 

in Figure 3. 

 

4.3.  Best combined feature selection methods with LR and SVM  

The three suitable combined feature selection methods have been taken from Table 1 and compared 

among them. The comparison of three combined feature selection methods shows that RFE+LASSO with LR 

obtained with high accuracy value, high sensitivity and with very high auc value which is greater than 0.5 and 

less than 1 has been given in Table 2. and the representation also been given in Figure 4. High sensitivity and 

high auc gives the true positive rate (TPR) which is useful for predicting the patients with heart disease correctly 

to get treatment before undergoing the conditions worse.  
 

 

Table 1. Overall combined feature selection methods and its performance measures 
Sl. No. Feature Selection Methods Accuracy Precision Recall F-Measure Sensitivity Specificity AUC 

1 UV+ TBM-LR 0.85 0.82 0.88 0.85 0.88 0.82 0.91 

2 RFE+LASSO-LR 0.87 0.83 0.85 0.84 0.88 0.82 0.92 

3 MI + GA-LR 0.85 0.78 0.85 0.81 0.85 0.76 0.81 
4 EM+univariate- LR 0.82 0.85 0.80 0.80 0.75 0.85 0.80 

5 UV+TBM-SVM 0.84 0.83 0.75 0.79 0.75 0.86 0.87 

6 RFE+LASSO-SVM 0.83 0.82 0.70 0.75 0.88 0.80 0.89 
7 MI+GA-SVM 0.85 0.85 0.80 0.82 0.80 0.90 0.92 

8 EM+univariate-SVM 0.85 0.82 0.70 0.75 0.88 0.80 0.89 

 
 

 
 

Figure 3. Overall combined feature selection methods and its performance measures 
 
 

Table 2. Best combined feature selection method and its performance measures 
Sl. No. Feature Selection Methods Accuracy Precision Recall F-Measure Sensitivity Specificity AUC 

1 UV+ TBM-LR 0.85 0.82 0.88 0.85 0.88 0.82 0.91 
2 RFE+LASSO-LR 0.87 0.83 0.85 0.84 0.88 0.82 0.92 

3 MI+GA-SVM 0.85 0.85 0.80 0.82 0.80 0.90 0.92 

 

 

 
 

Figure 4. Best combined feature selection method and its performance measures 
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5. CONCLUSION 

Human lives are more valuable and must be saved by providing various technological solutions in 

health sector. To acquire better decision among IoT based heart data, and to understand the patient condition 

more precisely, the machine learning based classification provide a better solution to health sector. Various 

preprocessing techniques like missing values replacement, data normalization has been applied to the above 

UCI heart dataset. Feature selection techniques will provide better results in classifier performance. In this 

research, the four combined feature selection methods like univariate with tree based, recursive feature 

elimination with LASSO, mutual information with genetic algorithm, embedded with univariate methods are 

implemented. These FS methods are implemented in two well-known machine learning classifiers like logistic 

regression and support vector machine. The classifier performance has been precisely calculated using various 

performance measures. Implementing all the combined feature elimination with LASSO method using LR has 

obtained high sensitivity and high AUC with 0.91 which can perform well for this UCI heart dataset. We 

conclude that, this FS method can correctly indicate the positive patients and make them undergo treatment 

earlier before going to the dangerous situation and to mitigate the disease to provide the life longer for the 

patients. In future as for as the need of the patients, the feature selection techniques could be enhanced to 

develop an opt model for prediction system in healthcare. 
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