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 The significance of the agriculture sector in Malaysia is often overlooked, and 

there is a notable deficiency in the advancement of digitalization within the 

country’s agricultural domain. The integration of a price forecasting model in 

the platform enables the relevant parties, including farmers, to make informed 

decisions and plan their crop selection based on projected future prices. In this 

research, the authors proposed the hybrid approach with the combination of a 

linear model and a non-linear model in doing the vegetable price forecasting 

model. The hybrid model combining seasonal autoregressive integrated 

moving average (SARIMA)-discrete wavelet transform (DWT)-genetic 

algorithm neural network (GANN), referred to SARIMA-DWT-GANN, was 

used to forecast monthly vegetable prices in Malaysia. The historical 

vegetable price data is collected from the federal agricultural marketing 

authority Malaysia and split into training/test sets for modeling. The 

performance of the models is evaluated on the accuracy metrics including 

mean absolute error (MAE), mean absolute percentage error, and root mean 

square error (RMSE). The forecasted results using the proposed hybrid model 

are compared to those using the single SARIMA model. In conclusion, the 

hybrid SARIMA-DWT-GANN model is superior to the individual model, 

which obtained the smaller MAE and RMSE, and got the forecast accuracy of 

at least 95%. 
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1. INTRODUCTION 

Forecasts are estimates of the timing and magnitude of the occurrence of future events while 

forecasting is the process of determining what will occur in the future by analyzing past and present events [1]. 

Essentially, it is a tool for making decisions that help the organization’s management to deal with the impact 

of future uncertainty by analyzing historical data and trends. Forecasting is important for decision-making and 

future planning as it allows businesses to plan their future steps and build budgets that will ideally account for 

any unforeseen circumstances. 

There are two main types of forecasting methods, which are qualitative forecasting and quantitative 

forecasting [2]. Qualitative forecasting methods, also known as judgmental methods, are subjective in nature 

and rely on emotions, intuitions, judgments, personal experiences, and opinions of the forecaster. Examples of 

qualitative forecasting methods include executive opinion, market research, and the Delphi method. On the 

other hand, quantitative forecasting methods are based on mathematical or quantitative models, eliminating 

human bias. These methods utilize historical demand data and statistical computations to predict the future. 

https://creativecommons.org/licenses/by-sa/4.0/
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Time series and causal models are examples of quantitative forecasting methods. In summary, quantitative 

forecasting emphasizes the analysis of historical data and statistical calculations, while qualitative forecasting 

relies on subjective judgments and insights [3]. 

Time series forecasting methods are used when a temporal or time component is associated with the 

forecast and the corresponding data is called time series. Time series can be defined as a series of observations 

taken over time. Time series forecasting is the process of analyzing the time series with the aid of statistics and 

modeling to create forecasts and intelligent strategic decisions, which study and analyze historical data to 

predict the future. There are three categories of time series forecasting methods, including statistical models, 

artificial intelligence (AI) models, and hybrid models [4].  

Statistical models are mathematical representations of the underlying relationships between variables 

in a time series, and they are utilized to forecast future values. There are several examples of statistical models 

for time series forecasting such as Box-Jenkins basic models. On the other hand, AI models are self-correcting 

and powerful if compared with traditional statistical forecasting methods. For example, artificial neural 

networks (ANN) and support vector machines (SVM). Instead of using single forecasting models, the hybrid 

or combination models can perform better with higher forecast accuracy by combining the advantages of 

different single models [5], [6]. 

In Malaysia, fresh produce is commonly obtained through wholesale markets and 

hypermarkets/supermarkets [7], [8]. Agricultural challenges include production-consumption imbalance, oil 

palm bias, aging/unskilled farmers, low wages, unfair prices, reliance on imports, supply chain constraints, and 

market ignorance [9]. There are numerous flaws in the current agricultural marketing system, and it is difficult 

to address them immediately; therefore, new techniques and trends or even new concepts must be adopted to 

eliminate these flaws. The authors propose the use of agricultural E-commerce or E-agribusiness to eliminate 

middlemen and increase farmers’ income and Malaysia’s food supply, which is also the federal agricultural 

marketing authority (FAMA) chairman’s goal [10]. 

The Agrobazaar, which is an agricultural E-commerce platform developed by FAMA Malaysia with 

the funding support of Malaysia’s government, is observed as lacking a price forecasting model. The author 

found that the importance of a price forecasting model in the platform would be helpful for the relevant parties 

for their decision-making, supply chain management, and even the crop recommendation system [11]. With 

the idea of developing the agricultural E-commerce platform which supposedly included the price forecasting 

model, the authors believe that it could meet the requirements of the National Agrofood Policy 2021-2025 

(NAP 2.0), which aims to make the agro-food industry more efficient, and the national E-commerce strategic 

roadmap [12], which aims to speed up the growth of E-commerce in Malaysia. 

The organization of the paper continued by section 2 to introduce the related works of price forecasting 

in the agriculture sector. Section 3 explains the time series forecasting models including Zhang’s hybrid model 

and the proposed hybrid model in this research. Section 4 presents the forecasting results and evaluation of the 

proposed hybrid model while section 5 concludes the paper. 

 

 

2. RELATED WORKS 

Authors engage in reading and performing literature reviews in journals relevant to their chosen 

research topic. The purpose is to acquire comprehensive knowledge pertaining to the research field and aid 

researchers in identifying research problems, thereby providing support for the research process. In related 

works, Reddy [13] suggested a seasonal autoregressive integrated moving average (SARIMA) model 

anticipates tomato prices during harvest, which showed that prices fluctuated widely, indicating inadequate 

tomato econometric model forecasting capacity. Mutwiri [14] used the SARIMA model to analyze tomato 

price changes in Kenya. He found that the SARIMA(2,1,1)(1,0,1)12 model best predicts tomato prices in Nairobi 

Country, Kenya.  

Besides, Vibas and Raqueño [15] analyzed the retail price movement of various fruit and vegetable 

commodities using three-time series analytic models: Autoregressive integrated moving average (ARIMA), 

SARIMA, and ARIMAx. For banana and mango monthly retail prices, ARIMAX(5, 2, 2, x=mango) and 

ARIMAX(2, 2, 1, x=banana) were the best models. The research results show that the ARIMAX(3, 2, 1, 

x=pechay), SARIMA(1 ,1 ,1)(1, 1, 1)12, and SARIMA(2, 1, 1)(2, 1, 1)12 were the best models for estimating 

cabbage prices monthly. 

Rathnayake et al. [16] used ARIMA and SARIMA models to analyze and forecast wholesale green 

chili and tomato prices. The best models to predict green chili and tomato wholesale prices were  

SARIMA(1, 1, 1)(2, 1, 2)12 and ARIMA(2, 1, 2). The Granger-causation test and vector autoregressive (VAR) 

technique showed a unidirectional causality between wholesale green chili and tomato prices. Moreover,  

Sabu and Kumar [17] used three models, which are SARIMA, Holt-Winter’s seasonal method, and long  

short-term memory (LSTM) neural networks in forecasting the monthly prices of arecanut in Kerala. They 
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conclude that the LSTM neural network model was found to be the best model that fits that data, in which 

LSTM has the smallest root mean square error (RMSE) value compared to the other two models. 

Paul et al. [18] carried out an empirical comparison of the predictive accuracies of different models 

(machine learning models) with the usual stochastic model for forecasting wholesale price of Brinjal in 

seventeen major markets of Odisha, India by means of model confidence set (MCS), and other accuracy 

measures such as mean error (ME), RMSE, mean absolute error (MAE), and mean absolute percentage error 

(MAPE). The best performer among the machine learning techniques is the general regression neural network 

(GRNN). As the literature review mentioned above, many researchers implemented price forecasting models 

not only with the use of traditional statistical models, but also machine learning models. In this research, the 

authors aim for the utilization of both the statistical models and machine learning models in implementing a 

price forecasting model in an agricultural E-commerce platform, which would fulfill the policies of Malaysia’s 

government such as NAP 2.0. 

 

 

3. MODELS 

This research mainly aims to implement the hybrid model with combinations of traditional statistical 

forecasting methods with ANN to forecast future vegetable prices and then it could be displayed on an 

agricultural E-commerce platform. Specifically, the hybrid model is according to the theory of Zhang’s hybrid 

model and utilizes with combination of SARIMA and ANN with discrete wavelet transform (DWT) in handling 

the possible overfitting events of ANN. 

 

3.1.  Zhang’s hybrid model 

In the realm of time series forecasting, Zhang introduced a notable approach by proposing an  

ARIMA-ANN hybrid model [13]. This innovative technique operates under the assumption that the time series 

data, denoted as yt, comprises a combination of both linear (Lt) and non-linear (Nt) components depicted in (1). 

By synergizing the strengths of ARIMA and ANN, this hybrid model demonstrates enhanced predictive 

capabilities, capitalizing on the complementary nature of these methodologies. Such integration allows for a 

more comprehensive and accurate representation of the underlying patterns within the time series data.  

 

𝑦𝑡 =  𝐿𝑡 +  𝑁𝑡 (1) 

 

First, ARIMA predicts linearly from time series data. From Zhang’s model, it presumes that the linear 

component residuals have only non-linear relationships (Nt). The residuals et of the ARIMA models at time t 

is calculated with the formula as (2): 

 

𝑒𝑡 =  𝑦𝑡 − �̅�𝑡 (2) 

 

while the �̅�𝑡  denotes the linear forecast of ARIMA. 

In summary, ARIMA predicts linear components while ANN predicts nonlinear components in this 

strategy. Combining these models improves predicting performance. The experiments result in the Wolf’s 

sunspot data, Canadian lynx data, and British pound/US dollar exchange rate data indicates that this method 

outperforms ARIMA and ANN methods in forecasting. The Zhang’s hybrid model can also be known as the 

additive hybrid method. To forecast the monthly retail and wholesale price of tomato, onion, and potato (TOP) 

in India, Purohit et al. [19] use statistical models, machine learning models, and also hybrid models and 

compare the results with the accuracy metrics including MAE, symmetric mean absolute percentage error 

(SMAPE), and RMSE. They claim that the hybrid methods provide better results than the individual models in 

predicting crop prices. 

Sanjeev and Bhardwaj [20] also proposed the hybrid approach with ARIMA and ANN in forecasting 

the price of Yamunanagar and Panipat sugarcane. The results indicate the superiority of the hybrid ARIMA-

ANN model over the single ARIMA models in terms of RMSE and MAPE. Similarly, Chi and Chi [21] claim 

that using the hybrid method with the combination of the ARIMA and non-linear autoregressive neural network 

(NARNN) is good at modeling linear and non-linear problems for time series forecasting as the hybrid method 

has both linear and non-linear capabilities. 

In the comparison of several neural network models in doing forecasts, Subhasree and Priya [22] 

concluded that the genetic algorithm based neural network (GANN) has the highest forecast accuracy 

compared to that of back propagation neural network (BPNN) and radial basic function (RBF). Another 

research was conducted by Inthachot and his team to predict the Thai stock price index trend using the 

combination of genetic algorithm and ANN [23]. They highlighted the outstanding performance of the hybrid 

approach compared to the single models. 
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Furthermore, multiple research studies have been conducted to demonstrate the effectiveness of the 

GANN approach in improving the accuracy of vegetable price forecasting, showcasing its potential for 

enhancing pricing strategies in the E-commerce platform [24], [25]. Therefore, this research referred the 

Zhang’s hybrid model with the combination of SARIMA and GANN, but with some modifications in handling 

both of their limitations. The SARIMA model is used to support the seasonality of the time series instead of 

ARIMA. 

 

3.2.  Proposed hybrid model 

The overall concept of the proposed hybrid model with the combination of SARIMA and GANN is 

shown in Figure 1. The time series data used in this research is the 12 years of monthly vegetable price data in 

Malaysia between the years 2010 to 2021 provided by FAMA Malaysia, which is a total of 144 observations. 

The first 75% of the time series, which is 108 observations that is from 2010 to 2018, is used as the training 

set while the remaining 25% (2019 to 2021) which consists of 36 observations is the test set. Firstly, the training 

set is fitted into the SARIMA modeling to forecast its linear part.  

 

 

 
 

Figure 1. Conceptual diagram of the proposed hybrid method 

 

 

The SARIMA model is an extension of the ARIMA model that incorporates three additional seasonal 

factors as shown in Figure 2. These factors include hyper-parameters like those in the non-seasonal 

components, but they involve seasonal period backshifts. In the SARIMA model, the parameters p, d, q 

represents the orders of autoregressive AR(p), integration (d), and moving average MA(q) respectively, for the 

non-seasonal component. On the other hand, the parameters P, D, Q represent the corresponding AR, I, MA orders 

for the seasonal period. The parameter m defines the number of time steps within a single seasonal period. 

 

 

 
 

Figure 2. The notation of SARIMA model 

 

 

The process of building a suitable SARIMA model includes model identification, parameter 

estimation, diagnostic checking, and forecasting. During the model identification, the augmented Dickey-Fuller 

(ADF) test is used to check for trend stationary. The data transformation such as differences needs to be taken 

for the non-stationary data to become stationary. Using the autocorrelation function (ACF) and partial 

autocorrelation function (PACF), the data stationary is further investigated and then the number of candidate 

parameters could be shortlisted.  

After shortlisting the target model coefficients, the grid search is conducted to determine the optimal 

values of the parameter of SARIMA model. The time series is used to train the model coefficients and then fit 

into the selected model using Akaike information criterion (AIC) approach. The best SARIMA model with the 

smallest AIC would be chosen. The quality of the best-fitted SARIMA model is evaluated using the Ljung-

Box test and through the plots of residuals for model diagnostic checking. The residuals of the best SARIMA 

model should be uncorrelated and normally distributed. If the residuals are not well-behaved, then the step of 

parameter estimation needs to be repeated.  
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After that, the best SARIMA model with the uncorrelated and normally distributed residuals is ready 

to make the linear forecast. Next step, the DWT is utilized to decompose the SARIMA model residuals into 

their details and approximations for wavelet decomposition level 2 using the Haar wavelet. The DWT is done 

to provide better inputs to the GANN to prevent the possible overfitting events that might occur in the neural 

network. The resulting coefficients included the A2, D1, and D2. 

The GANN steps are shown in Figure 3 which consists of 10 basic steps including the initialization 

of population, fitness evaluation, stopping criterion, selection, crossover, mutation, replacement, and looping. 

The recurrent neural network with five neurons in three respective hidden layers is developed for modeling the 

resulting coefficients from DWT in combination with the genetic algorithm. After the adoption of GANN, the 

forecasted A2, D1, and D2 would be reconstructed to get the final non-linear forecast through inverse discrete 

wavelet transform (IDWT). 

 

 

 
 

Figure 3. Steps of GANN 

 

 

Ultimately, the linear forecast produced by the SARIMA model and the non-linear forecast generated 

by the DWT and GANN models is aggregated to yield the final forecast, which encompasses both the linear 

and non-linear aspects of the time series according to (3). The resulting �̅�𝑡 denotes the ultimate forecast value, 

encapsulating the interplay of linearity and non-linearity in the data. Additionally, the non-linear forecast of 

the time series using GANN, denoted as 𝑁𝑡, is isolated for further analysis. 

 

�̅�𝑡 =  �̅�𝑡 +  𝑁𝑡 (3) 

 

To assess the forecast performance of the models, a range of accuracy metrics have been selected. 

These include the MAE, MAPE, and RMSE, which are defined by the formulas based on the (4)-(6). In this 

context, Nes represents the total number of observations designated for forecasting, while σi signifies the relative 

percentage error associated with each prediction. 

 

𝑀𝐴𝐸 =  
1

𝑁𝑒𝑠
∑ |�̅�𝑡 − 𝑦𝑡|𝑁𝑒𝑠

𝑖=1  (4) 

 

𝑀𝐴𝑃𝐸% =  
1

𝑁𝑒𝑠
∑ 𝜎𝑖

𝑁𝑒𝑠
𝑖=1  (5) 

 

𝑅𝑀𝑆𝐸 =  √
1

𝑁𝑒𝑠
∑ 𝜎𝑖

2𝑁𝑒𝑠
𝑖=1  (6) 

 

 

4. RESULTS AND DISCUSSION 

The proposed hybrid method is applied to the historical monthly vegetable price data between years 

2010 and 2021 provided by the FAMA Malaysia. The sample vegetable data chosen in this research are the 

spinach (bayam), round wax gourd (kundur bulat), galangal (lengkuas), and Holland potatoes (ubi kentang 

Holland). However, only the figures of the bayam would be included and explained in detail. 

In the beginning, the time series are found to contain the seasonality and annual upward trend after 

the seasonal decomposition. After the ADF test and the plotting of both the ACF and PACF, the time series 

are indicated as non-stationary, hence, the data transform needs to be taken to turn the time series into 

stationary. In this research, the differences are taken for the data stationary. The plot of the stationary time 
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series should be lie between the zero line ideally. The training set from the year 2010 to 2018 which contains 

108 observations is used to choose the best SARIMA model using a grid search. The best-fitted SARIMA 

model with the smallest AIC values is tabulated in Table 1.  

For the SARIMA model diagnosis checking, the authors use the Ljung-Box test and the diagnostics 

plots. The result from the Ljung-Box test indicates that the residuals are white noise, which means the residuals 

did not include any linear components anymore and that the model retrieved sufficient information from the 

time series. After the model diagnosis, the best-fitted SARIMA model will be utilized to do linear forecasting 

for the test set, which is the remaining 36 observations from the overall time series of each selected vegetable. 

The linear forecasting of the chosen SARIMA model SARIMA(0, 1, 1) (0, 1, 1)12 for bayam is shown in Figure 4. 

 

 

Table 1. Selected SARIMA models of the sample vegetable time series 
Vegetables Selected SARIMA models 

Bayam SARIMA (0,1,1) (0,1,1)12 
Kundur bulat SARIMA (0,1,0) (2,1,0)12 

Lengkuas SARIMA (0,1,1) (2,1,0)12 

Ubi kentang Holland  SARIMA (1,1,0) (2,1,0)12 

 

 

 
 

Figure 4. The linear forecast by SARIMA model for bayam 

 

 

The residuals of the SARIMA model are retrieved and decomposed into the details and 

approximations using DWT in wavelet decomposition level 2 with the Haar wavelet. Figure 5(a) displays the 

decomposed coefficients of the bayam, including the A2, D1, and D2, while Figure 5(b) illustrates their forecast 

using the GANN. The forecasted coefficients are subsequently recombined to form the non-linear forecast of 

GANN with the use of IDWT. The resulting non-linear forecast of the bayam time series is shown in Figure 6.  

The SARIMA model effectively captures the linear relationship within the time series, while the DWT 

and GANN models excel at forecasting the non-linear aspects. Performance metrics including MAE, MAPE, 

and RMSE for both the single SARIMA model and the hybrid SARIMA-DWT-GANN model are detailed in 

Table 2. A comprehensive comparison of the SARIMA model and the hybrid model for selected vegetables is 

provided in Figure 7, where Figures 7(a) to (d) focus on bayam, kundur bulat, lengkuas, and ubi kentang 

Holland respectively. The comparison showcases the forecasting accuracy of both models, highlighting the 

superiority of the hybrid model in capturing the intricate dynamics of these selected vegetables’ price trends. 

The development of the agricultural E-commerce platform primarily focused on providing a display 

interface for the forecasted prices of vegetables. However, it is worth noting that this research places an 

emphasis on enhancing forecasting accuracy, which contributes significantly to the platform’s functionality. In 

order to present the forecasted prices effectively, graphical representations and statistical data are employed, 

as demonstrated in Figure 8. 

 

 

Table 2. Accuracy metrics of the SARIMA model and the hybrid model 

 
SARIMA SARIMA-GANN 

MAE MAPE (%) RMSE MAE MAPE (%) RMSE 

Bayam 0.2003 4.2533 0.2892 0.1471 3.1928 0.2265 

Kundur bulat 0.09393 2.6086 0.1097 0.0843 2.3369 0.1067 

Lengkuas 0.2219 3.1496 0.2669 0.1368 1.9632 0.175 

Ubi kentang Holland 0.05849 1.679 0.0698 0.04605 1.3234 0.05897 
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(a) (b) 

 

Figure 5. SARIMA model’s residual of bayam time series, (a) original details and approximations and  

(b) forecasted details and approximations 

 

 

 
 

Figure 6. Non-linear forecast of GANN model of bayam time series 
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(a) (b) 

  

  
(c) (d) 

 

Figure 7. Comparison of the SARIMA and hybrid model of the selected vegetables: (a) bayam,  

(b) kundur bulat, (c) lengkuas, and (d) ubi kentang Holland 

 

 

 
 

Figure 8. Agricultural E-commerce platform with price forecasting model 

 

 

5. CONCLUSION  

An agricultural E-commerce platform could provide the potential to improve the agriculture sector in 

Malaysia which would fulfill Malaysia’s government policies such as NAP 2.0 and the national E-commerce 

roadmap. The authors referred the Zhang’s hybrid model and developed the SARIMA-DWT-GANN hybrid 

model in forecasting the vegetable price for bayam, kundur bulat, lengkuas, and ubi kentang Holland. The 

MAPE (%) for the hybrid model for all four chosen vegetables is less than 5%, which means all of them 

achieved at least 95% forecast accuracy. It even proves that the hybrid model outperformed the use of an 

individual model. In the future, the authors targeted to utilize the multiplicative hybrid model and compare its 
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performance with the current proposed hybrid method and the other additive hybrid model. Besides, the authors 

aim to include the other exogenous variables and use multi-step ahead forecasting rather than one-step 

forecasting to improve the forecast accuracy. 
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