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 Optical character recognition (OCR) is a technology that allows computers 

to recognize and extract text from images or scanned documents. It is 

commonly used to convert printed or handwritten text into machine-readable 

format. This Study presents an OCR system on Kannada Characters based 

on siamese neural network (SNN). Here the SNN, a Deep neural network 

which comprises of two identical convolutional neural network (CNN) 

compare the script and ranks based on the dissimilarity. When lesser 

dissimilarity score is identified, prediction is done as character match. In this 

work the authors use 5 classes of Kannada characters which were initially 

preprocessed using grey scaling and convert it to pgm format. This is 

directly input into the Deep convolutional network which is learnt from 

matching and non-matching image between the CNN with contrastive loss 

function in Siamese architecture. The Proposed OCR system uses very less 

time and gives more accurate results as compared to the regular CNN. The 

model can become a powerful tool for identification, particularly in 

situations where there is a high degree of variation in writing styles or 

limited training data is available. 
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1. INTRODUCTION  

Optical character recognition (OCR) is a technology that enables the conversion of handwritten or 

printed text into digital format that can be processed and edited by computers [1]. It has been widely used in 

various applications, such as document digitization, language translation, and information retrieval. However, 

developing an OCR system for non-Latin scripts, such as Kannada, is challenging due to the complexity and 

diversity of the script. Siamese neural networks (SNNs) have been used for various applications, including 

face recognition, signature verification, text similarity, image retrieval, document matching, speech 

recognition, recommendation systems, and bioinformatics applications [2]-[5]. This Research shows the 

development of Kannada OCR system that can recognize the Kannada Swar with high accuracy and 

precision characters which were trained. With the advancement of deep learning techniques and the 

availability of large datasets, SNNs are becoming increasingly popular in various industries, including 

finance, healthcare, and entertainment. 

Research Gap Analysis: many research and experiment of OCR is carried forward with 

convolutional network and recurrent neural network (RNN) which has an upper hand towards finding 

patterns in images but it takes lot of data and computation resource for training the model [6]-[8]. Siamese 

model uses far less data than that of traditional convolutional neural network (CNN) and RNN and very few 
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research has been done with OCR with Siamese network. Since Kannada as a language has curves in its 

writing style Siamese network excels in identifying handwritten characters [9], [10]. The key considerations 

in the research are: i) Collect and pre-process the data, including image cropping, resizing, and 

normalization. In the case of OCR, this may involve converting text images to grayscale or binary format, ii) 

Create a dataset of image pairs, where each pair contains two images of the same or different characters. 

Label the pairs as positive (1) or negative (0), depending on if it is the same character then that pair will be 

labelled 1 and if they are having different characters then that pair will be labelled 0, iii) Define the siamese 

neural network architecture with two identical networks that share the same set of weights. Both the network 

architecture works are based on CNN [11]-[14]. Two images are passed as input at the same time to both 

branches of the siamese networks and then are made to train on it and at the end the output of both the 

networks are compared using distance or similarity metrics, iv) Use of contrastive loss function to reduce the 

distance between positive data pairs and increase the distance between negative data pairs. 

 

 

2. LITERATURE REVIEW 

Siamese neural networks have been extensively studied for natural language processing tasks, such 

as sentence similarity, paraphrase identification, and text classification. Koch et al. [15] studied the one-shot 

image classification and they first learnt about a neural network that can discriminate between the class-

identity of image pairs as that forms the primary step for image recognition Imposing local affine 

transformations on the strokes and overlaying them into a composite image the learning produced better 

results. OCR is an important application of Siamese networks, but limited researches were carried out on 

applying them for Kannada character recognition. 

CNN has been the go-to model for OCR for any lingual as they learn in a hierarchal form which is 

helpful in recognizing the image or the characters. Other methods such as RNN and Long short-term memory 

(LSTM) also have been experimented with OCR where LSTM used to handle long term dependency which 

also fairs well with cursive characteristics of a character [13], [16], [17]. CNNs are highly effective for image 

recognition tasks, but they have some disadvantages. These include complexity, over fitting, lack of 

interpretability, difficulty with variable-sized inputs, limited context awareness, limited rotation and 

translation invariance, and limited object orientation and position. CNNs are designed to be invariant to small 

translations in the input image, but may not be as effective at handling large translations or rotations. 

Kannada as a language while making a OCR have a potential disadvantages with CNN, RNN as per 

lack of training data, difficulty with complex scripts, dependence on pre-processing, difficulty with 

handwriting recognition, and computationally expensive can make it difficult to deploy an OCR system in 

real-time or on resource-constrained devices [11], [18], [19]. Kannada is a complex script with multiple 

components or diacritics, making it difficult to design a CNN that can effectively recognize all of these 

variations. Handwriting is highly variable and can be difficult to model effectively with a CNN. 

Despite the variety of models and techniques used in previous research, there is more sophisticated 

approaches which was explained in this study where SNNs which is used where the network consists of two 

identical sub-networks, often called "twin" networks that share the same weights and architecture [20]. Each 

sub-network takes in one input image and processes it through a series of convolutional and pooling layers to 

extract relevant features. The extracted feature maps are then flattened and fed through a series of fully 

connected layers that output a feature vector for each input. Overall this methodology require fewer training 

samples than CNNs due to their similarity or distance learning. They can be adapted to new tasks by fine-

tuning a pre-trained network on the new data [21], [22]. 

 

 

3. METHODOLOGY 

Siamese networks can be used to compare two different images of the same character or word and 

determine whether they represent the same or different characters/words [23]-[25]. This can be useful in 

scenarios where the input data is noisy or has variations in style or orientation. One of the main advantages of 

Siamese networks is that they can be trained with relatively small amounts of labelled data, making them 

useful in applications where large datasets are not available. Additionally, Siamese networks can be trained 

end-to-end, allowing them to learn features directly from the input data without the need for hand-engineered 

features. Figure 1 represents the proposed system architecture. 

The proposed approach for Kannada script identification will be complete in mainly five steps. The 

procedure is given below. The proposed procedure for character identification: 

Step 1: Data collection and pre-processing: 

For each image in the dataset: 

a. Load the image. 

b. Crop and resize the image to a specified size (e.g., (224, 224)). 
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c. Convert the image to grayscale or binary format (for OCR). 

d. Normalize pixel values to a specific range (e.g., [0, 1] or [-1, 1]). 

Step 2: Create image pairs and labels: 

Initialize empty arrays for image pairs and labels. 

For each image in the dataset: 

a. Select another image randomly from the dataset. 

b. Create a pair containing the current image and the selected image. 

c. Assign a label of 1 if both images are of the same character, otherwise assign a label of 0. 

d. Append the image pair and label to their respective arrays. 

Step 3: Siamese neural network architecture: 

Define a CNN architecture with convolutional layers, pooling layers, and fully connected layers. 

Duplicate the architecture to create two identical network branches (Siamese networks). 

Share the same set of weights between both branches. 

Each branch takes an input image and processes it through the CNN layers. 

The output of each branch is a feature vector. 

Step 4: Training: 

Initialize the siamese network with shared weights. 

Define a contrastive loss function: 

a. For each image pair and its label: 

- Forward pass both images through their respective Siamese branches. 

- Calculate the Euclidean distance or another similarity metric between the output feature vectors. 

- Compute the contrastive loss based on the predicted similarity and the actual label. 

- Backpropagate the loss through both branches to update the shared weights. 

Repeat the training process for a specified number of epochs. 

Step 5: Inference: 

Given a new pair of images: 

a. Forward pass both images through their respective Siamese branches. 

b. Calculate the Euclidean distance or another similarity metric between the output feature vectors. 

c. If the distance is below a certain threshold, classify the pair as a positive match (same character), 

otherwise as a negative match (different characters). 

 

 

 
 

Figure 1. The proposed siamese neural network architecture for Kannada script 

 

 

Once the feature vectors have been generated, a distance metric is computed between them to 

determine their similarity. This distance metric can be computed using various techniques such as Euclidean 

distance, cosine distance, or contrastive loss function. This network takes in two inputs and computes a 

similarity score between them, which can be used to determine if they belong to the same class or not. The 

Siamese network is trained using a contrastive loss function, which helps to optimize the network's 

parameters for better accuracy. 

Adam optimizer is a gradient-based optimization algorithm used in deep learning models to update 

the weights of the neural network during training [8]. Adam optimizer uses the first and second moments of 
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the gradients to estimate the adaptive learning rates for each parameter in the neural network. It works by 

computing the current gradient of the loss function with respect to the parameters, then updating the 

parameters in the opposite direction of the gradient, with a learning rate proportional to the first moment 

divided by the square root of the second moment. It can handle sparse gradients and noisy data, has low 

memory requirements, and is computationally efficient. It also has automatic learning rate tuning, which 

helps to converge faster and more accurately to the global minimum. 

The contrastive loss function (clf) is a loss function used in the training of Siamese neural networks 

to measure the similarity between two inputs. It takes two inputs and a label as input and penalizes the model 

if the distance between positive pairs is greater than a margin value and the distance between negative pairs is 

smaller than the margin value. The positive term encourages the network to make similar data points close 

together and the negative term encourages the network to push dissimilar data points apart. The overall loss 

for a pair of data points is calculated as a combination of positive term and the negative term. 

 

𝑐𝑙𝑓 = 𝑦𝑑2 + (1 − 𝑦) max(𝑚𝑎𝑟𝑔𝑖𝑛 − 𝑑, 0)2 (1) 

 

Where ‘y’ is the label and ‘d’ is the distance between the two inputs. 

‘d’ is calculated as 

 

𝑑 = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 (2) 

 

The label y is 1 if positive pair and 0 if negative pair. If the inputs are a positive pair (y=1) and if the labels 

are of the same class (positive pair) or different classes (negative pair), the loss function penalizes them if the 

margin value is greater than 0. 

 

 

4. RESULTS AND DISCUSSION 

Unlike other classification and regression models which gives out classes and continuous values as 

output, Siamese neural network provides the distance between the given input by considering the distance 

between the input class and the class which is been passed. Siamese network is trained to ensure that the 

embeddings of similar pairs are close together in this feature space, while embeddings of dissimilar pairs are 

far apart. The output is based on the similarity and dissimilarity values which is achieved. The lesser the 

dissimilarity score it is likely that the input value is same as the class. Since the subnetworks produce 

embeddings for each input data point and these subnetworks share the same architecture and weight, more 

accuracy in the result is achieved. Additionally, hyperparameters like learning rate, batch size, and threshold 

values are tuned for optimal performance. 

The study used Kannada character set of 85,697 characters belonging to approximately 97 classes 

with 205-490 sample images in each class. The study actually classified five classes of Kannada characters 

using Siamese Neural Network with almost 350 sample images in each class. Figure 2 is a representation of 

sample characters from the dataset. 

 

 

  
 

Figure 2. Sample charaters from dataset 

 

 

Figure 3 and Figure 4 depicts the results obtained in terms of dissimilarity index. As evident from 

Figure 3, similar swaras are showing low dissimilarity index. The dissimilar swaras are identified correctly 

shown in Figure 4. The high dissimilarity index values depicted identified them correctly. The study also 

identified similar characters with angular displacement looking as dissimilar. 

 

4.1.  Evaluation and deployment of the model 

The trained model is evaluated by separate test set which checks the accuracy and performance by 

the metrics of precision, F1-Score and Recall, Dissimilarity. The deployment of the model was done on Kiviy 

tool used for user interface creation and it works well on python language [26]. The training and validation 

accuracy are presented in Figure 5 and training and validation loss graphs is Figure 6. 
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Major advantages of proposed system are: i) Effective identification of handwritten and Optically 

processed Kannada scripts. ii) One of the most precise models in deep learning by using two CNNs to 

identify accurate dissimilarity between the input characters. iii)The model can become a powerful tool for 

identification, particularly in situations where there is a high degree of variation in writing styles or limited 

training data is available. 

 

 

 
 

Figure 3. Similar swaras showing low dissimilarity 

 

 

 
 

Figure 4. Dissimilar swaras showing high dissimilarity 

 

 

  
  

Figure 5. Accuracy of training and validation Figure 6. Training and validation loss 
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5. CONCLUSION 

This Research illustrates a SNN with custom training methodology on a PyTorch framework. It 

successfully classifies all the trained classes of Kannada characters and gives the dissimilarity of each class 

with respect to the newly passed image. The developed SNNs have been shown to be effective in handwritten 

character recognition, where there is a high degree of variation in writing styles. This methodology also 

supports when data to be trained are very diverse which are true for handwritten texts. Also fairs well 

compared to the RNN and CNN which uses more computation, training data and memory as compared to the 

Siamese network. In short Siamese network can be fitting to made an OCR model and also gives promising 

results. 
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