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 The monitoring of children's nutritional status serves as a crucial tool for 

assessing the health of both children and society as a whole. In this regard, 

machine learning (ML) has been employed to predict nutritional status for 

monitoring purposes. This topic has been extensively discussed. However, 

the question remains as to which algorithm or ML framework can yield the 

highest accuracy in predicting the nutritional status of children within a 

specific region. Furthermore, determining the appropriate dataset for 

predictions is also crucial. Therefore, this review aims to identify and 

analyze the research trends, dataset characteristics, algorithms, and 

frameworks utilized in studies pertaining to the nutritional status of children 

under the age of five from 2017 to early 2022. The selected papers focus on 

the application of ML techniques in predicting nutritional status. The 

findings of this research reveal that the Bangladesh demographic and health 

survey 2014 dataset is among the popular choices for ML applications in this 

field. The most commonly employed algorithms include neural networks, 

random forests, logistic regression, and decision trees which demonstrated 

promising performance. Lastly, the data preprocessing stage within a 

framework plays a significant role in models aimed at predicting nutritional 

status. 
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1. INTRODUCTION 

Monitoring children's nutrition is a fundamental instrument for measuring the health of a community 

[1]. Children's nutrition has a profound impact on their health, cognitive development, and academic 

performance. Malnutrition significantly hinders motor skills, cognitive and behavioral development, weakens 

immunity, and increases morbidity and mortality rates [2], [3]. Providing nutrition and healthcare services to 

disadvantaged children, especially those in the toddler to school-aged range, is critical. Children who have 

experienced childhood malnutrition, particularly those with low birth weight, face disadvantages compared to 

those who receive adequate nutrition and live in a healthy environment [4]. 

Nutritional status serves as a vital indicator for diagnosing children's health [5]. Physiological 

differences between nourished and undernourished children manifest as variations in body size and ratios, 

which are referred to as anthropometry. Anthropometric measurement tests, when validated, can be utilized 

to determine nutritional status [6]. In populations where both undernutrition and overnutrition coexist (known 

as the double burden of malnutrition (DBM)), the population faces additional challenges. Low- and middle-
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income countries are particularly prone to DBM [7], [8]. It is estimated that nearly one-third of children in 

these countries experience malnutrition, and malnutrition-related issues contribute to approximately 20% of 

total child deaths worldwide [9]. Anthropometric indicators such as weight for height z score (WHZ) are 

widely employed, but it is important to consider additional parameters such as weight for age z score (WAZ) 

for underweight and height for age z score (HAZ) for stunting [10]–[12]. In recent years, there has been a 

growing interest in utilizing machine learning (ML) techniques in children’s development, including 

predicting nutritional status [13], [14]. ML has the potential to extract valuable patterns from large datasets, 

thereby enabling accurate predictions of children's nutritional status. However, identifying an effective ML 

framework for this purpose, as well as determining the appropriate dataset, remains a challenge. 

In light of these considerations, the primary objectives of this study are threefold. Firstly, it aims to 

provide an overview of the various approaches employed in nutritional status prediction. Secondly, it aims to 

comprehensively review the relevant prior research, thereby elucidating the trends, datasets, and 

methodologies utilized in the application of ML techniques to predict children’s nutritional status. Lastly, this 

study emphasizes the latest advancements in assessing children’s nutritional status. By addressing these 

objectives, this research aims to contribute to the current understanding of the ML-based prediction of 

nutritional status in children, facilitating the development of more accurate and effective approaches in this 

field. 

 

 

2. METHOD 

A systematic review approach was employed for this study. Systematic reviews are characterized by 

their structured and rigorous methods, which involve formulating specific research questions (RQ), 

systematically identifying relevant papers, critically appraising the papers, analyzing the reported data, and 

presenting the synthesized results [15]. The search process comprised several activities, including the digital 

libraries selection, formulation of the search string, initial pilot search, refinement of the search string, and 

retrieval of an initial list of primary studies, as depicted in Figure 1. To ensure methodological rigor, a review 

protocol was developed to guide the review process. It includes the establishment of criteria (inclusion and 

exclusion) for study selection. An eligibility assessment was conducted to determine the suitability of the 

identified studies [16]. Finally, a data synthesis process was undertaken to systematically analyze and 

summarize the findings. 

 

 

 
 

Figure 1. A comprehensive literature selection framework and its outcomes 

 

 

2.1.  Research questions 

To maintain focus and clarity in the review, specific RQ were formulated using the population, 

intervention, comparison, outcomes, and context (PICOC) criteria [17]. These RQs serve as guiding 

principles for the review process and are presented in Table 1. The PICOC framework ensures that the review 

addresses the relevant aspects related to the population under study, the interventions or predictors being 

examined, the comparisons made, the outcomes of interest, and the specific contextual factors considered in 

the literature. By formulating these RQs, the review aims to systematically explore and analyze the existing 

literature to provide meaningful insights and contribute to the understanding of the topic at hand. 
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Table 1. RQ for the systematic literature review 
RQ Questions 

RQ1 What are the main research topics selected by researchers in the field of nutritional prediction? 
RQ2 Which journal(s) is considered the most significant in the area of nutritional prediction? 

RQ3 What are the most commonly used datasets for nutritional prediction? 

RQ4 What are the frequently utilized methods for nutritional prediction? 
RQ5 Which method demonstrates the best performance when applied to nutritional prediction? 

RQ6 What are the proposed frameworks for nutritional prediction? 

 

 

2.2.  Identification 

To ensure comprehensive coverage of the literature, a systematic search was conducted across 

popular literature databases in the field. The selected databases included ScienceDirect (sciencedirect.com), 

Scopus (scopus.com), and IEEE Xplore (ieeexplore.ieee.org). These databases were chosen based on their 

reputation and extensive coverage of relevant scholarly publications. The search process involved querying 

the databases using the title, keyword, and abstract search criteria. The search was limited to publications 

within the specified timeframe of 2017 to 2022. Both journal papers and conference proceedings were 

considered for inclusion in the review, as they often provide valuable insights and research findings in the 

field. Furthermore, to streamline the review process and ensure consistency, the search was restricted to 

articles published in English, given its status as a widely recognized language of scholarly communication. 

By implementing these search criteria, the review aimed to gather a broad and diverse range of relevant 

studies from these databases, enabling a comprehensive analysis of the literature in the field. 

 

2.3.  Data extraction for eligibility 

Data extraction from the selected primary studies was conducted to address the RQ. The data 

extraction process aimed to gather relevant information and properties from the studies that would contribute 

to answering the RQ. The specific properties and data elements to be extracted were identified based on the 

RQ and the analysis requirements as shown in Table 2. To ensure a comprehensive extraction of relevant 

information, the data extraction was performed iteratively. This iterative process allowed for the systematic 

collection of data elements that aligned with the RQ. Multiple properties and data points were considered to 

provide a comprehensive understanding of the topic and facilitate a thorough analysis [18]. By extracting and 

collecting the pertinent data from the selected primary studies, this review aimed to gather the necessary 

information to address the RQ and provide valuable insights into the nutritional status of children and the ML 

application. 

 

2.4.  Quality assessment and data synthesis 

In order to enhance the interpretation of synthesis findings and establish the robustness of the 

conclusions drawn, a thorough assessment of study quality (eligibility) is conducted. Data synthesis involves 

the consolidation of evidence from the selected studies to address the RQ at hand. While individual pieces of 

evidence may hold limited strength, their collective aggregation serves to reinforce key points. This review 

encompasses both quantitative and qualitative data, which have been synthesized using diverse strategies 

tailored to address various research inquiries. 

 

 

Table 2. Data extraction properties mapped to questions of research 
Property Question of research 

Research publishers and trends RQ1, RQ2 

Nutritional datasets RQ3 

Nutritional prediction methods RQ4, RQ5 
Nutritional prediction frameworks RQ6 

 

 

3. RESULTS AND DISCUSSION 

The initial query search yielded a total of 1,170 articles, distributed across different databases: 814 

articles from ScienceDirect, 312 articles from IEEE Xplore, and 44 articles from Scopus. After the rigorous 

selection process, review papers and other irrelevant studies were subsequently eliminated. Ultimately, a final 

set of 40 articles underwent comprehensive full-text reading for analysis and synthesis. 

 

3.1.  Research topics in nutritional prediction 

Several topics related to nutritional prediction have received a lot of attention, as shown in Figure 2; 

body mass index [13], [14], development [19], low birth weight [4], [20]–[22], malnutrition [23]–[29], mobidity 
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[30], nutrition [31], nutritional status [10], [11], [32]–[38], obesity [39]–[44], stunting [45]–[51], and 

undernutrition [52], [53]. 26 papers (65%) were sourced from 17 journals with quartile index (Q1-Q4) and 

scimago journal rank (SJR) values. The remaining papers originated from non-SJR journals or conference 

proceedings. Table 3 provides an overview of the distribution of these journals based on their SJR values and 

quartile index. The ranking of journal publications is determined by their SJR rating. Notably, Plos One 

emerged as the journal with the highest number of publications pertaining to nutritional status prediction. The 

papers predominantly were published in the Q1-Q3 quartiles of health journals. However, from an ML 

perspective, these predictions are mostly found in the Q4 quartile, indicating the potential for improvement in 

this area and the role played by ML techniques in advancing the field of study. Frameworks that prioritize 

accuracy and deliver precise results are highly valued to enhance the effectiveness of such predictions. 

 

 

 
 

Figure 2. Research topics in nutritional prediction 

 

 

Table 3. SJR of selected papers 
Journal publications  SJR Q category 

American Journal of Preventive Medicine 1 2.208 Q1 in Public Health 

International Journal of Medical Informatics 1 1.135 Q1 in Health Informatics 

Maternal Child Nutrition. 1 1.086 Q1 in Nutrition and Dietetics 
Public Health Nutrition 1 0.904 Q1 in Nutrition and Dietetics 

Plos One 6 0.832 Q1 in multidisciplinary 

BMC Pediatrics 1 0.676 Q1 in Pediatrics, Perinatology, and Child Health 
Nutrition 1 1.002 Q2 in Nutrition 

BMC Med Inform Decision Making 2 0.833 Q2 in Health Informatics 

BMC Nutrition 2 0.617 Q2 in Nutrition and Dietetics 
Informatics for Health and Social Care 1 0.398 Q2 in Health Informatics 

Clinical Epidemiology and Global Health 1 0.371 Q3 in Public Health 

International Journal of Advanced Computer Science & Applications 2 0.284 Q3 in Computer Science 
Control Engineering and Applied 1 0.251 Q3 in Computer Science 

Studies in Computational Intelligence 1 0.237 Q4 in Computer Science 

International Journal of Applied Mathematics 1 0.272 Q4 in Computational Theory and Mathematics 
Journal of Physics: Conference Series 2 0.210 Q4 in Artificial Intelligence 

Journal of Theoretical and Applied Information Technology  1 0.195 Q4 in Computer Science 

 

 

3.2.  Datasets used for nutritional status 

Since 2017, there has been a significant increase in paper publication and the utilization of open 

datasets in nutritional status prediction research. The demographic and health survey (DHS) project, 

specifically the Bangladesh DHS 2014 dataset [54], has been widely employed in this study domain. Open 

datasets typically encompass low- and middle-income countries, with a particular focus on Asia and Africa. 

Researchers investigating children's nutritional status in Bangladesh have identified a set of variables that are 

considered potential risk factors. These variables encompass various aspects as indicated in Table 4. While 

Khan et al. [48] incorporated nearly all of these features, it is important to note that only three papers claim to 

predict nutritional status with the highest level of accuracy: [11], [25], [29]. 

 

3.3.  Prediction methods 

Figure 3 summarizes the techniques used in various studies on predicting nutritional status. It's 

important to note that the number of research papers is not mutually exclusive, meaning that some papers 

may cover and compare multiple algorithms. Among the 40 articles reviewed, the dominant algorithm type 

used was classification, which was employed in 30 out of 40 articles. Other algorithm types utilized include 
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clustering and regression, with 4, 3, and 3 articles respectively. Among the 15 algorithms analyzed, four 

algorithms were found to be most frequently used in predicting nutritional status: logistic regression (LR), 

random forest (RF), decision tree (DT), and Naïve Bayes (NB). However, it does not necessarily mean that 

these four algorithms yield the highest accuracy. Despite its relative rarity, the extreme gradient boosting 

(XGBoost) algorithm outperforms RF in some studies. 

Talukder and Ahammed [29] used RF, k-nearest neighbor (KNN), LR, linear discriminant analysis 

(LDA), and support vector machine (SVM) to classify children's nutritional status in Bangladesh. They found 

that the RF algorithm gave the best results with 68.51% accuracy, 94.66% sensitivity, and 69.76% 

specificity. Similarly, Hemo and Rayhan [25] tested RF and DT and concluded that RF is more accurate. 

Fenta et al. [53] compared elastic net (E-Net), LR, ridge regression, lasso, and neural network (NN), and 

found that RF performed the best. Meanwhile, Shahriar et al. [12] reported that NN achieved the best results 

among NN, SVM, and RF. Ferdowsy et al. [40] stated that LR had the highest accuracy among KNN, SVM, 

RF, DT, mutually beneficial learning, and NB. However, several researchers found that XGBoost performed 

better than the other algorithms when combined with the LR, RF, DT, and NB algorithms [43], [48]. 

 

 

Table 4. Possible risk factors based on the DHS dataset [54] 

 

 

3.4.  Proposed frameworks 

Several papers have proposed ML frameworks for predicting nutritional status. These frameworks 

encompass a range of tools and techniques for data pre-processing, model training, and model evaluation. 

However, obtaining important and significant features can be a challenging task within this process. Among 

the papers reviewed, it was found that 85% of them stated performing data pre-processing, but only 35% 

Features 
Rahman 

et al. [11] 

Das and 

Gulsan 
[24] 

Hemo 
and 

Rayhan 

[25] 

Talukder 
and 

Ahammed 

[29] 

Bhowmik 

and Das 
[46] 

Khan et 

al. [48] 

Mansur  

et al. [49] 

Sultana  et 

al. [51] 

Child 
Age v v v v v v v v 

Sex v v v  v v v  

Size at birth   v     v 
Birth Order v v v    v  

Twin v        

Current breastfeeding status      v   
Vitamin A in the last 6 months      v   

Maternal 
Age v  v   v   

Education v v v v v v v v 

Current working status v     v v v 
Occupation  v       

Media exposure   v   v   

Nutritional status      v   
BMI  v v v v  v v 

Age at first birth     v v v v 

Preceding birth interval    v v v  v 
Current pregnancy status      v   

Birth order of index child      v   

Currently breastfeeding   v      
Duration of breastfeeding        v 

Frequency of antenatal visits during pregnancy        v 

Paternal 
Age      v   

Education v v    v v v 

Occupation  v      v 
Household 

Size      v   

Number of living children  v    v  v 
Number of children alive with mother      v v  

Decision-maker regarding child’s healthcare      v v  

Religion  v    v   
Toilet facility v v    v   

Drinking water v v       

Wealth index v v v v v v v v 
Community 

Place of residence v v v v v v v v 

Division/Province/Regency v v v v v v v v 
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provided detailed explanations of how they carried out this step. Furthermore, 55% of the papers utilized a 

specific framework by running a particular algorithm, while the remaining papers conducted comparisons 

between different frameworks. Three papers stood out as they explained the frameworks they used and 

received high citations; [11], [12], [40]. The frameworks employed by these papers are depicted in  

Figures 4(a)-(c). It is interesting to note that despite using the same 2014 Bangladesh demographic and health 

survey (BDHS) dataset, each study identified a different algorithm as the best performer. This underscores 

the impact of data processing methods, including feature selection, on algorithm performance.  

According to Rahman et al. [11], the chi-square analysis was used to assess the association between 

various explanatory variables and malnutrition. The study utilized 10-fold cross-validation along with SVM, 

RF, and LR. The results indicated that RF exhibited higher accuracy compared to the others. Shahriar et al. 

[12] highlighted that some characteristics have a limited impact on malnutrition. Data were labeled and 

features were extracted using anthropometric measurements followed by the primary sampling unit (PSU) to 

obtain certain attributes from the dataset. However, due to noisy and string data, data cleaning was performed 

using mean imputation and conversion to numeric format. Feature scaling was achieved through mean 

normalization. The results demonstrated that NN outperformed SVM, DT, and RF in terms of accuracy. 

According to Ferdowsy et al. [40], 80% of the dataset was used for training. Accuracy was calculated thrice: 

first on the initial processed data, then after applying principal component analysis (PCA), and finally on the 

unprocessed data using the algorithm. The findings indicated that the LR algorithm achieved the highest 

accuracy. These studies highlight the importance of considering various factors such as data preprocessing, 

feature selection, and choice of algorithm. The discrepancies in performance may arise due to the differences 

in treatment at each stage of data processing. 
 

 

 
 

Figure 3. ML algorithms applied in nutritional status prediction studies 
 

 

3.5.  Challenges and opportunities 

Feature selection is crucial in identifying the most significant predictors. The choice of algorithms 

for feature selection and division of datasets for training and testing (hold-out or cross-validation) are 

important considerations. The number of cross-validation folds also impacts the performance. Additionally, 

selecting appropriate metrics for evaluating performance, such as area under the curve (AUC), receiver 

operating characteristic (ROC), and root mean square error (RMSE), is essential. The frameworks proposed 

in [11], [12], [40], provide valuable starting points but can still be subject to improvements. Identifying the 

features that have a significant effect on nutritional status is also challenging. Researchers have found that 

demographic characteristics, including household socioeconomic status and parents' education, significantly 

influence the prevalence of malnutrition [25], [53]. These features were included in [11], [25], [29]. It is 

important to acknowledge that data behavior can differ within local communities. Therefore, it is essential to 

test and validate nominated frameworks using local data before full implementation. Beyond the ML 

prediction paradigm, these features are important as they guide policy interventions at the household and 

community levels, aiming to address child nutrition vulnerabilities and reduce disparities [1]. Overall, 

addressing these stated challenges can pave the way for effective intervention strategies to improve 

nutritional status. 
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(a) 

 

  
(b) (c) 

 

Figure 4. Frameworks proposed for the prediction nutritional status from (a) Rahman et al. [11],  

(b) Shahriar et al. [12], and (c) Ferdowsy et al. [40] 

 

 

4. CONCLUSION 

ML algorithms have emerged as a prominent approach for predicting nutritional status. Through the 

identification of relevant features, it has become possible to accurately predict nutritional status. The BDHS 

dataset from 2014 has been widely recognized and used as an open dataset for nutritional status prediction, 

with three subsets proposed for specific studies. Several ML methods, including LR, RF, XGBoost, and NN, 

have demonstrated their suitability and high performance in predicting nutritional status. Three frameworks 

for predicting nutritional status have been highlighted, but it is crucial to validate their performance with 

local data before full implementation. Additionally, there is an opportunity for novel modifications and 

improvements in these frameworks to enhance their accuracy and applicability. Overall, the utilization of ML 

algorithms, the identification of relevant features, and the availability of open datasets have paved the way 

for significant advancements in predicting nutritional status. Continued research and refinement of these 

approaches will contribute to better understanding and intervention strategies for improving nutritional 

outcomes. 
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