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 Dental caries is the highest prevalent dental disease in the world by 2022. 

Caries can be stopped by early detection of patients through efficient 

screening. Previously, there have been several methods used to detect caries 

such as single shot multibox detector (SSD), faster region-based convolutional 

neural network (Faster R-CNN) and you only look once (YOLO). This 

research aims to develop accurate dental caries detection using Faster R-CNN. 

Using a dataset collected from scraping on the internet, this research is started 

by creating an original dataset consisting of 81 base images which are then 

augmented to a total of 486 images and annotated by dental health experts 

from Jenderal Soedirman University. Transfer learning using pre-trained 

Faster R-CNN residual network (ResNet)-50 and ResNet-101 model is 

utilized to detect and localise dental caries. The Faster R-CNN ResNet-50 

model trained using the Adam optimizer produces a mean average precision 

(mAP) of 0.213, and those using the momentum optimizer produce a mAP of 

0.177. While the Faster R-CNN ResNet-101 model trained using the Adam 

optimizer produces a mAP of 0.192, and those using the momentum optimizer 

produce a mAP of 0.004. The model trained on the dataset showed satisfactory 

results in detecting dental caries, especially ResNet-50 with Adam optimizer. 
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1. INTRODUCTION 

Based on data from the Global Burden of Disease, it is estimated that as many as 3.5 billion people 

are affected by dental disease worldwide in 2019 [1]. Dental caries is the most common and prevalent dental 

diseases. In Indonesia alone approximately 89% of the population having suffered from caries [2]. This high 

prevalence of dental caries indicates a lack of access to dental care. This is supported by the study done by the 

basic health research or riset kesehatan dasar (RISKESDAS) of Indonesia with a sample of 300,000 families, 

and it was noted that the largest proportion of health problems in Indonesia was oral and dental disease with a 

proportion of 57.6% and only 10.2% received health services [3]. 

Dental caries is a condition in which damage occurs to the hard tissues of the teeth due to acidic by 

products of the bacterial fermentation process, which is produced from carbohydrates in food [4]. Dental caries 

begins with a microbiological shift in the bacterial biofilm (dental plaque) that covers the tooth surface and is 

influenced by key factors such as saliva flow, fluoride exposure, dietary sugar consumption, and preventive 

behaviour (tooth cleaning) [5]. Caries can be stopped by accurate early detection of patients through efficient 

https://creativecommons.org/licenses/by-sa/4.0/
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screening. But accuracy of diagnosis of dental caries is still can be a challenging problem for dentists [6]. Deep 

learning application especially object detection can help practitioner to increase accuracy and reliability. 

In recent year the use of object detection in caries detection has seen an increace [7]–[10], other then 

caries similar application of object detection in periodontal detection is observed [11], [12]. Juyal et.al. [7] 

published a study on the use of faster region-based convolutional neural network (Faster R-CNN) and you only 

look once (YOLO) to detect caries, with results showing that Faster R-CNN had higher accuracy. Zhang et.al. [8] 

use single shot multibox detector (SSD) with visual geometry group-16 (VGG-16) model to detect caries showing 

area under the curve (AUC) of 85.65%. Thanh et.al. [9] aim to develop a deep learning model capable of detecting 

caries using a smartphone camera, and one of the models uses Faster R-CNN with residual network (ResNet)-50. 

Lee et.al. [10] try to evaluate the efficacy of deep learning for detection of dental caries on periapical radiographs. 

Other than caries, there are some similar applications of deep learning in detecting other dental diseases like 

periodontal disease. Kim et.al. [11] developed a method to detect periodontal bone loss in panoramic dental 

radiographs. Thanathornwong and Suebnukarn [12] proposed a Faster R-CNN with ResNet-101 model to detect 

periodontal compromised teeth in digital panoramic radiographs, with result showing average precision (AP) rate 

of 0.81. The use of transfer learning is also observed, and it shows improvements in training time and model 

performance [13]. Some of the research mentioned above employed transfer learning in their methodology. For 

instance, VGG-16 was used in [8], ResNet50 and inception-ResNet-v2 were used in [9], GoogLeNet inception 

v3 was utilized in [10], and ResNet-101 was applied in [12]. This demonstrates that transfer learning is commonly 

utilized in object detection tasks. 

With the increasing prevalence of object detection for dental diagnostics, particularly with the utilization 

of transfer learning, the author's interest has been piqued in exploring dental caries detection using an object 

detection model with transfer learning. Object detection methods can generally be categorized into two types: 

single-stage and two-stage detectors [14]. The former involves separating the detection process into a region 

proposal module and a classification module, while the latter integrates the detection into a single feed-forward 

fully convolutional network that directly provides the bounding boxes and object classification [15].  

In this paper, a Faster R-CNN model with ResNet is employed to construct an object detection model 

for detecting dental caries. The study employs four different schemes with combination of the following, 

ResNet-50, ResNet-101, momentum optimizer, and Adam optimizer. The selection of Faster R-CNN model 

with ResNet is based on its demonstrated sweet spot between speed and accuracy [16]. With the above method 

this research aims to develop an object detection detector that can detect dental caries. 

 

 

2. METHOD 

2.1.  Dataset 

In this study, the dataset utilized for the methodology comprises 81 images containing dental caries. 

The initial dataset was obtained by scraping images from various online sources. To ensure accurate labeling 

and ground truth annotations, each image in the dataset was meticulously labeled by graduates from the 

Department of Dental Medicine at Jenderal Soedirman University, who possess real-world experience in dental 

diagnosis and pathology. Dataset then labelled using “LabelImg” a python based graphical image annotation 

tool. All the images are saved as ‘XML’ files with PASCAL VOC format. Furthermore, to enhance the dataset's 

diversity and generalizability, data augmentation techniques were employed. Various filters, such as Gaussian 

blur, sharpening, noise addition, grayscale conversion, and color channel manipulation (BGR), were applied 

to the images, resulting in an augmented dataset totaling 486 images. This filter application can be seen in 

Figure 1. These enhancements aim to simulate different imaging conditions and challenges that may be 

encountered in real-world dental imaging scenarios. The curated and augmented dataset will serve as a robust 

foundation for the dental caries detection algorithm, facilitating its training and evaluation with a 

comprehensive range of dental caries representations [17]. A separate dataset containing 14 images different 

from the 81 images training dataset is use to evaluate the model after training. 

 

2.2.  Faster region-based convolutional neural network 

Faster R-CNN is an object detection architecture that consists of two modules. Figure 2 shows the 

architecture of the model. The first module is a deep fully convolutional network or region proposal network 

(RPN), this module is in charge of providing a proposal region. The second module is a detector that performs 

object detection on the proposal region. Feeding into those two modules is a feature mapping outputted by 

convolutional layer [18]. The RPN in Faster R-CNN generates proposal regions by sliding a small window 

over the convolutional feature map and creating multiple anchor boxes of different scales and aspect ratios at 

each spatial location. It predicts the probability of each anchor box containing an object and performs bounding 

box regression to adjust their coordinates. Non-maximum suppression (NMS) is applied to select the most 

confident and diverse bounding box candidates. The remaining high-scoring proposals become the final 
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proposal regions used in subsequent stages for object detection, optimizing speed and accuracy compared to 

exhaustive sliding window approach [18], [19]. 

The proposed regions are then fed into the region of interest (RoI) pooling layer, which aligns them 

to a fixed size grid for further processing. The RoI pooling output is split into two branches: one for object 

classification, which predicts the probability of each region belonging to a specific class, and the other for 

bounding box regression, which refines the bounding box coordinates. NMS is applied to select the most 

confident and diverse bounding box predictions, ensuring efficient and accurate object detection [18]. 

 

 

 

 
 

Figure 1. Sample of the dataset 

 

 

 
 

Figure 2. Faster R-CNN object detection architecture. It is a single unified network having two parts: RPN 

and classifier [18] 

 

 

2.3.  Residual network 

ResNet is a deep convolutional neural network architecture that introduces residual block with skip 

connections to overcome the vanishing gradient problem in very deep networks [20], [21]. Figure 3 shows the 

skip connection. These skip connections learn the residual between the input and output and add it back to the 

original input to obtain the final output. By focusing on the residuals, the neural network only needs to learn 

the deviations or changes required to convert inputs into outputs. The concept of ResNet can be described by: 

ℱ(𝑥) = ℋ(𝑥) − 𝑥. In ResNet, the goal is to approximate an underlying mapping ℋ(𝑥) using stacked layers. 

Instead of directly approximating ℋ(𝑥), the approach is to approximate the residual function ℱ(𝑥) = ℋ(𝑥) − 𝑥. 

By doing this, the original function becomes ℱ(𝑥) + 𝑥. The hypothesis is that multiple nonlinear layers can 

asymptotically approximate complicated functions and also asymptotically approximate the residual functions. 

While both forms can achieve the desired approximation, the ease of learning may vary. Corrected version: the 

ResNet model can achieve a depth of up to 152 layers, deeper than VGG-19, while maintaining lower 

complexity [20]. 
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Figure 3. Building block of residual learning [20] 

 

 

2.4.  Model architecture 

The method uses Faster R-CNN as the meta-architecture for object detection and use ResNet as feature 

extractor. Figure 4(a) shows the architecture with ResNet-50 and Figure 4(b) shows the architecture with 

ResNet-101. To expedite model training and enhance performance, we leverage transfer learning by using  

pre-trained Faster R-CNN models. The Faster R-CNN framework forms the foundation of our detection model, 

facilitating region proposal and object classification. For feature extraction, we integrate ResNet, a competitive 

deep convolutional neural network capable to capture intricate features from images [22]. Specifically, two 

model variants are investigated, with one utilizing ResNet-50 and the other employing ResNet-101 as the 

feature extractor. 

 

 

 
(a) 

 

 
(b) 

 

Figure 4. Faster R-CNN model with (a) ResNet-50 and (b) ResNet-101 

 

 

2.5.  Training scheme and strategy 

Table 1 shows the method model scheme. The method involves training two variants of pre-trained 

Faster R-CNN ResNet model: ResNet-50 and ResNet-101. For each model variant, we employ two different 

optimizers: Adam optimizer and Momentum optimizer. The goal is to explore the impact of different feature 

extractors (ResNet-50 and ResNet-101) and optimizer choices on the model's performance. By training the 

models using both Adam optimizer and Momentum optimizer, we can assess their respective effectiveness in 

optimizing the model's parameters and improving the convergence speed during training. Each model variant 
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is trained for 15,000 steps to allow the model to learn from the dataset thoroughly. In total there four model 

that will be trained. The training proceses utilize object detection pipeline form Tensorflow object detection 

application programming interface (API). The dataset is converted into tfrecord format to facilitate efficient 

and streamlined training. The training pipeline automatically resizes the images, removing the need for manual 

image resizing beforehand. The training scheme allows us to comprehensively evaluate the impact of different 

model architectures (ResNet-50 and ResNet-101) and optimizer choices on the object detection performance. 

By leveraging the training pipeline and optimizing strategies, we aim to achieve accurate and efficient object 

detection results for caries detection. Moreover, we also employ the cosine decay learning rate, which prior 

studies have shown to improve model performance [23]. 

 

 

Table 1. The model scheme 
Model Feature extractor Optimizer 

M1 ResNet-50 Momentum 
M2 ResNet-50 Adam 

M3 ResNet-101 Momentum 

M4 ResNet-101 Adam 

 

 

2.6.  Analysis 

To assess the performance of Faster R-CNN in detecting caries, this study employed mean average 

precision (mAP) as evaluation metrics. The mAP was calculated by averaging the AP of all the classes with 

(1) as [24]: 

 

𝑚𝐴𝑃 =
1

𝑁
∑ 𝐴𝑃𝑖

𝑁
𝑖=1  (1) 

 

Meanwhile AP indicating the area under the precision-recall curve. AP is calculated by averaging all the 

precision from precision-recall interpolated pairs. AP is calculated at several intersection over union (IoU) 

thresholds. AP can be calculated using (2) [24]: 

 

𝐴𝑃 = ∑ (𝑅𝑟(𝑘) − 𝑅𝑟(𝑘 + 1))𝑅𝑟𝑖𝑛𝑡𝑒𝑟𝑝
𝐾
𝑘=0 (𝑅𝑟(𝑘)) (2) 

 

Precision is calculated by dividing accumulated true positif detection by all detection. Recall is calculated by 

deviding true positif detection by all ground truth. Precision and recall are calculated using (3) and (4) [24]: 

 

𝑃𝑟 =
∑ 𝑇𝑃𝑛

𝑆
𝑛=1

𝑎𝑙𝑙 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛
 (3) 

 

𝑃𝑐 =  
∑ 𝑇𝑃𝑛

𝑆
𝑛=1

𝑎𝑙𝑙 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ
 (4) 

 

The approach of calculating mAP at several IoU thresholds serves as a reward mechanism for the 

detector, favoring models with better localization and more accurate detection. By considering multiple IoU 

thresholds, the evaluation takes into account various degrees of overlap between predicted bounding boxes and 

ground truth annotations, providing a comprehensive assessment of the model's performance. The use of mAP 

as evaluation metrics allows for a thorough evaluation of the Faster R-CNN model's ability to precisely and 

effectively detect caries in the given dataset, enhancing our understanding of its suitability for caries detection 

tasks [25]. In addition to mAP, the precision-recall curve was also utilized for evaluation. This curve visually 

depicts the trade-off between precision and recall across different confidence thresholds, offering valuable 

insights into the model's performance across varying levels of confidence [24]. By employing a combination 

of evaluation metrics, this study aims to provide a thorough and robust assessment of the Faster R-CNN model's 

efficacy in detecting caries. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Result 

Table 2 presents the results of all the models. Each model is evaluated using evaluation dataset 

containing images never seen by the model before. Model M1 achieved a mAP of 0.177 at IoU 0.50:0.95, while 

model M2 obtained a higher mAP of 0.213. On the other hand, model M3 exhibited a much lower mAP of 

0.004, and model M4 achieved a mAP of 0.192. These results were consistent across different IoU thresholds, 
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such as at IoU 0.50 and 0.75, where model M1 obtained mAP scores of 0.465 and 0.093, respectively. Model 

M2 demonstrated higher accuracy, with mAP scores of 0.527 at IoU 0.50 and 0.158 at IoU 0.75. Meanwhile, 

model M3 obtained mAP scores of 0.017 and 0.000 at the same IoU thresholds, and model M4 achieved mAP 

scores of 0.497 and 0.126. The results indicate that models M2 performed better than models M1, M3, and M4; 

and model M3 show the worse result among all the model trained. 

 

 

Table 2. Evaluation result of the model 
Metric M1 M2 M3 M4 

mAP (IoU 0.50:0.95) 0.177 0.213 0.004 0.192 
mAP (IoU 0.50) 0.465 0.527 0.017 0.497 

mAP (IoU 0.50:0.95) 0.093 0.158 0.000 0.126 

 

 

3.2. Discussion 

The model was trained using the TensorFlow object detection API training pipeline for 15,000 steps. 

Evaluating the training results of the four models revealed that three out of the four models showed promising 

performance. Specifically, models M1, M2, and M4 demonstrated encouraging results, as they managed to 

consistently reduce the total loss and converge, even though they experienced some fluctuations during the 

initial steps of training. On the other hand, model M3 exhibited continuous fluctuations throughout the training 

process, which set it apart from the other three models. Figure 5 illustrates the total loss of all the models during 

training, where we observe that model M3 consistently experiences fluctuations from the start until the end of 

the training process, while models M1, M2, and M4 show a more stable and gradual decrease in total loss. The 

higher fluctuation in model M3 is likely due to the complexity of ResNet-101, which has twice as many layers 

as ResNet-50. Nonetheless, model M1 with the same optimizer and base learning rate successfully converged 

and showed good performance on evaluation dataset. 

Figure 5(a) show total loss of all the model trained and Figure 5(b) shows the cumulative moving 

average (CMA) of total loss. Comparing models M1, M2, and M4 also reveals that models M2 and M4 

converge almost at the same time, but model M4 has a slight advantage. In contrast, model M1 converges 

slower and exhibits less stability compared to models M2 and M4. The relatively faster and more stable 

convergence of models M2 and M4 indicates their potential for accurate and efficient object detection, while 

model M1 may require further optimization to improve its convergence and overall performance. Further 

analysis and fine-tuning of model M3 may be required to enhance its stability and convergence for effective 

object detection. Overall model M4 had the shown the lowest total loss after 15000 steps, followed by models 

M2, M1, and M3. With total loss values of 0.008699 for model M4, 0.012953 for model M2, 0.016728 for 

model M1, and 0.973653 for model M3, respectively. These findings highlight the importance of selecting an 

appropriate architecture and optimizer for object detection tasks. The differences in convergence behavior 

among these models imply that the choice of architecture and optimizer can significantly impact the training 

process and overall performance of the model. 

 

 

  
(a) (b) 

 

Figure 5. Total loss during training (a) total loss and (b) CMA of total loss 
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Looking at the total model loss alone is not enough to determine the best model; hence, another metric 

is needed as a benchmark. One of the standard metrics commonly used for evaluating object detection models 

is mAP. Precision recall curve also is use to evaluate the models trained shown in Figure 6. mAP is calculated 

as the average of the AP scores for each class in multi-class scenarios. However, since this research involves 

only one class, mAP and AP are equivalent. For this study, mAP based on common objects in context (COCO) 

is utilized, as opposed to mAP based on PASCAL VOC. Notably, mAP COCO measures the AP at 10 IoU 

points, ranging from 0.50 to 0.95 with 0.05 increments, providing a more comprehensive evaluation of the 

model's performance. Conversely, PASCAL VOC only calculates mAP at IoU 0.50. Additionally, IoU values 

at 0.50 and 0.75 are also considered in the analysis. 

 

 

 
 

Figure 6. Precision-recall curve of all the model 

 

 

Based on Table 2 and the result above its can be concluded the best model is model M2 follow by 

M4, M1, and M3. Although the M2 model has the best performance based on metrics, this advantage is only 

2-7% compared to other models. In addition, the precision-recall curve also supports the above conclusion. 

According to the precision-recall curve shown in Figure 6, model M2 exhibits the best performance, followed 

by models M4, M1, and M3. Notably, the precision of model M2 remains high up to a recall of 0.4, in contrast 

to models M1 and M4, which experience a decrease in precision at around 0.2 recall. On the other hand, model 

M3 aligns with the aforementioned conclusions and displays the poorest results among all the models 

evaluated. The precision of model M2 stays consistently high as the recall increases, indicating that this model 

can provide accurate results for detecting caries. Figure 7 shows the detection results from model M2 on an 

image from the evaluation dataset. 

 

 

 
 

Figure 7. Detection result of model M2, red box indicate ground truth box, and green boxes indicate the 

prediction boxes 

 

 

4. CONCLUSION 

Based on the results and discussions, we can draw several conclusions regarding the dental caries 

detection models. Firstly, three out of the four trained models (M1, M2, and M4) exhibit the capability to detect 
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dental caries effectively. Secondly, comparing the optimizers used in the models, it becomes evident that 

employing the Adam optimizer (M2 and M4) leads to the development of more accurate models in contrast to 

the Momentum optimizer (M1 and M3). Additionally, concerning model performance, the ResNet-50 

architecture stands out as the better performer for this particular case study. With detail result of mAP as follow, 

ResNet-50 with momentum optimizer (M1) achieved a mAP of 0.177, while ResNet-50 with Adam optimizer 

(M2) achieved a mAP of 0.213. On the other hand, ResNet-101 with momentum optimizer (M3) obtained a 

mAP of 0.004, and ResNet-101 with Adam optimizer (M4) achieved a mAP of 0.192. 
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