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 In the absence of supervisory information in spectral clustering algorithms, it 

is difficult to construct suitable similarity graphs for data with complex shapes 

and varying densities. To address this issue, this paper proposes a semi-

supervised spectral clustering algorithm based on shared nearest neighbor 

(SNN). The proposed algorithm combines the idea of semi-supervised 

clustering, adding SNN to the calculation of the distance matrix, and using 

pairwise constraint information to find the relationship between two data 

points, while providing a portion of supervised information. Comparative 

experiments were conducted on artificial data sets and University of 

California Irvine machine learning repository datasets. The experimental 

results show that the proposed algorithm achieves better clustering results 

compared to traditional K-means and spectral clustering algorithms. 
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1. INTRODUCTION 

Clustering algorithms have been widely used in computer vision, information retrieval, data mining, 

and other fields for effective data analysis. Clustering analysis belongs to unsupervised learning, which refers 

to the process of autonomous learning when the information such as data quantity, data attributes, and number 

of data categories is unknown, and finally constructing partitioning [1]. The traditional K-means clustering 

algorithm [2] has attracted much attention due to its simplicity and efficiency. K-means algorithm is based on 

the distribution of convex sample space, but when the sample space is not convex, the algorithm will fall into 

a local optimal [3]. When the initial value of K-means is selected, an initial cluster is generated. The meaning 

is basically between the maximum and minimum values of this cluster [4]. After each update of the K-means 

mean, the cluster can only have a small movement because the mean cannot jump out of the range of the initial 

cluster [5]. As a result, it is difficult for K-means to obtain the globally optimal cluster and may fall into local 

optima [6]. To solve this problem, researchers have proposed spectral clustering algorithm [7]. Spectral 

clustering can make up for this disadvantage of K-means algorithm. The spectral clustering method does not 

make strong assumptions about the shape of the cluster [8], nor does it have a local optimal solution. Spectral 

clustering uses the spectral characteristics of the affinity matrix of data samples for dimensionality reduction 

and uses K-means for clustering in low dimensional spaces [9]. 

https://creativecommons.org/licenses/by-sa/4.0/
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To assist clustering, semi supervised clustering uses less prior information and can be represented by 

class labels or constraint relationships [10]. Constraint relationships are used to determine whether paired 

sample data can be classified into one class [11]. In order to apply constraint relationships to clustering, 

Baumann and Hochbaum [12] proposed paired constraints: must-link (ML) and cannot-link (CL). ML means 

that two points must be divided into the same class, while CL means that two points must be divided into 

different classes [13]. In the dataset used for clustering, the degree of difference between various categories is 

sometimes significant, and the original clustering algorithm is difficult to effectively handle data sets with large 

differences in density. To address density issue, Wahid and Rao [14] proposed an unsupervised density-based 

outlier detection algorithm that uses K-nearest neighbour (KNN) and shared nearest neighbor (SNN) to 

estimate the density, achieving better outlier detection performance. The idea of the SNN algorithm is to first 

construct a similarity matrix, then process the coefficients of the nearest k neighbors, and then construct a 

nearest neighbor graph. Only samples with strong connections have links, and then calculate the link strength 

of all sample points. Sample points with stronger links are more likely to be clustered into one category.  

The SNN algorithm only considers the number of the SNN between two data points but does not 

consider the distance between the two data points. When the spectral clustering algorithm constructs the 

similarity matrix, it needs to calculate the distance between two points [15]. To improve spectral clustering 

performance for different densities and shapes, this paper considering the number of SNN and distance between 

to data points combines SNN information, proposes a semi-supervised spectral clustering algorithm based on 

SNN. This algorithm can handle data sets with large density differences and uneven densities well, achieving 

better clustering results. 

 

 

2. METHOD 

The research flow is described in Figure 1 that shows the flowchart of the clustering algorithm and 

experimental method applied. At the beginning, spectral clustering algorithm, pairwise constraints, and SNN 

similarity are introduced. Then, the problems of spectral clustering are analyzed. To overcome the 

shortcomings of spectral clustering, semi-supervised spectral clustering algorithm using shared nearest 

neighbor (SSCSNN) is proposed. Then select accuracy as the evaluation indicator for the clustering algorithm. 

Finally, the performance of the clustering algorithm was experimentally verified using artificial datasets and 

University of California Irvine (UCI) datasets. 

 

 

 
 

Figure 1. Research flow 

 

 

2.1.  Spectral clustering 

Spectral clustering is a clustering method based on graph theory, which treats each sample in the 

dataset to be clustered as a vertex in the graph [16]. These vertices are connected. The size of the connected 
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weights indicates the similarity between these samples. Vertices of the same class have a high degree of 

similarity [17]. In graph theory, the weight of the edges connecting them is large among vertices of the same 

class, while the weight of the edges connecting them between vertices that are not in the same class is small 

[18]. The goal of spectral clustering is to find a method of cutting graphs so that the weights within each 

subgraph after cutting are large, while the weights between subgraphs are small [19]. Figure 2 shows how to 

cut a graph into two subgraphs. 

 

 

 
 

Figure 2. Graphs cutting 

 

 

Given a data set, the edge weights W between the vertices are assigned based on the similarity between 

the samples, resulting in an undirected weighted graph G=(V,E) based on the sample similarity. Where 

V={v1,v2,...,vn} represents a vertex and E represents a set of edges. The weight of the edges connecting two 

vertices vi and vj is recorded as wij, and their similarity is represented by sij. The larger the value of this similarity 

is, the more similar they are. W is a symmetric matrix, that is, W=WT. For a vertex di,i=1,2,...n, define degrees 

as in (1),  

 

𝑑𝑖 = ∑ 𝑤𝑖𝑗
𝑛
𝑗=1  (1) 

 

The degree matrix is defined as a diagonal matrix composed of n degrees. The similarity measurement of each 

vertex in the graph is mainly based on distance, which means that the closer the distance between two points 

in space is, the more similar they are, and the farther the distance is, the less similar they are [20]. That is, 

similarity is inversely proportional to distance. Therefore, as long as the metric space used has this property, it 

can be used as a measure of similarity. Euclidean distance is a widely used similarity measure method [21]. xi 

and xj represent a data point vector of the d dimension. In general, the closer the distance between data points 

is, the higher the similarity they are. Through the similarity matrix W and the degree matrix D, the Laplace 

matrix L can be calculated as in (2),  

 

𝐿 = 𝐷 −𝑊 (2) 

 

After obtaining the Laplace matrix, we can perform normalization operations to calculate the normalized graph 

Laplace matrix as in (3), 

 

𝐿𝑠𝑦𝑚 = 𝐷−
1

2𝐿𝐷−
1

2 (3) 

 

2.2.  Pairwise constraints 

General clustering algorithms are unsupervised, that is users do not interfere in the clustering process, 

and the clustering results are only a natural segmentation of data objects and cannot represent user preferences 

[22]. However, actual clustering analysis is intended to serve specific users, and clustering algorithms should 

be able to consider user preferences [23]. The tendency of people in clustering can often be expressed as 

follows: certain two data objects should be classified into one category or certain two objects should not be 

classified into one category. Baumann et al. [24] introduced the concept of paired constraints. Paired constraints 

are divided into ML and CL. Two sample objects labeled with ML represent two samples that must be assigned 

to the same cluster, while two sample objects labeled with CL represent two samples that must be assigned to 

different clusters. Figure 3 shows a negative association constraint relationship between xi and xj, where xi 

represents the blue circle sample data points in cluster 1, xj represents the yellow triangle sample data points in 

cluster 2, and a solid arrow indicates that xi and xj belong to a negative association constraint relationship. 
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2.3.  Shared nearest neighbor 

SNN is based on the fact that if two points are similar to some of the same points, they are similar even 

if a direct similarity measure cannot indicate them [25]. More specifically, as long as two objects are in each 

other's nearest neighbor’s table, SNN similarity is the number of nearest neighbors they share [26]. Suppose that 

two objects A and B have 8 closest neighbors, and the two objects contain each other. Among these closest 

neighbors, 4 are shared by A and B, so the SNN similarity between the two objects is 4. The SNN similarity graph 

between objects is called the SNN similarity graph. Because the SNN similarity between many objects is 0, the 

SNN similarity graph is very sparse. Figure 4 shows illustrates the SNN similarity between 2 points. 

SNN similarity solves some problems when using direct similarity. First, it can handle situations 

where one object happens to be relatively close to the other object, but the two belong to different clusters. In 

this case, two objects generally do not contain many shared neighbors, so their SNN density is very low. In 

another case, when processing clusters with different densities, the SNN density will be appropriately scaled 

based on the density of the cluster, as the similarity between a pair of objects does not depend on the distance 

between the two, but rather on their shared neighbors. 

 

 

 
 

 

Figure 3. Positive association 

constraint of paired sample points 

 

Figure 4. Calculation of SNN similarity between two points 

 

 

2.4.  Semi-supervised spectral clustering using shared nearest neighbor 

To cluster data sets with different densities and shapes, this paper proposes a SSCSNN. In order to 

combine SNN information with spectral clustering, this article adds the idea of SNN, which is a relatively new 

similarity measurement method that can adaptively adjust the similarity between data points based on their local 

density. Researchers have found that if two points belong to the same cluster, they should be located in the same 

region, with a relatively high density, and there will be many overlapping points between the two points. To 

represent the glue state between these two points, it is represented by a SNN. SNN (xi,xj) represents the number 

of neighbors shared by sample points xi and xj in the k-neighborhood. SNN (xi,xj) reflects the local density of xi 

and xj points, which is helpful for the correct division of sample points. SNN is a locally adaptive density data 

that can be used to improve the similarity between data points. The similarity matrix calculation method in this 

article is based on the combination of SNN algorithm and Euclidean distance. The formula is as (4),  

 

𝐷𝑖𝑠𝑡(𝑥𝑖 , 𝑥𝑗) = (1 −
1

1+𝑒
−𝑆𝑁𝑁(𝑥𝑖,𝑦𝑗)

)√∑ (𝑥𝑖𝑙 − 𝑥𝑗𝑙)
2𝑑

𝑙=1  (4) 

 

Input: Dataset X={x1,x2,...,xn}, cluster number k, constraint matrix P 

Output: Clustering results 

Step 1: Calculate the distance between samples according to (4), and then modify the distance matrix according 

to the constraint matrix P.  

 

𝐷𝑖𝑠𝑡(𝑥𝑖 , 𝑦𝑗) = {
0, 𝑖𝑓(𝑥𝑖 , 𝑦𝑗) ∈ 𝑀𝑢𝑠𝑡 − 𝐿𝑖𝑛𝑘

∞, 𝑖𝑓(𝑥𝑖 , 𝑦𝑗) ∈ 𝐶𝑎𝑛𝑛𝑜𝑡 − 𝐿𝑖𝑛𝑘
 (5) 

 

Step 2: Establish the similarity matrix W of the sample set based on (5), and define the cluster number k in 

advance.  

Step 3: Calculate the degree matrix D 

Step 4: Calculate and standardize the Laplace matrix L 

Step 5: Calculate the eigenvector f corresponding to the smallest k eigenvalues of the normalized Laplace 

matrix 

Step 6: Standardize the matrix composed of each feature vector f by row to form a feature matrix 

Step 7: Uses K-means to cluster each row in F as a k-dimensional data point 
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3. RESULTS AND DISCUSSION 

The experiment was conducted on four artificial datasets and UCI machine learning repository 

datasets. The experimental environment was 11th Gen Intel (R) Core (TM) i5-11400H @ 2.70 GHz, the 

memory was 24 GB DDR4 3200 Hz, and the programming environment was Python 3.8.0. The test was 

conducted on the Windows 10 operating system.  
 

3.1.  Clustering indicators 

To compare and analyze clustering results, the accuracy clustering index was used in the experiment 

to measure. Accuracy is widely used to evaluate the performance of clustering algorithms. The accuracy 

calculation is as (6),  
 

𝐴𝐶𝐶 =
1

𝑛
∑ |𝑇𝑖 ∩ 𝑃𝑖|
𝑐
𝑖=1  (6) 

 

Ti={T1,T2,...,Tc} indicates that the original n data contains true c categories, and Pi={P1,P2,...,Pc} indicates c 

prediction categories of the n data after clustering. Ti represents the number of points included in the ith 

category. Pi represents the data points contained in the ith category after clustering, and |Pi| represents the 

number of points contained in the set P. The clustering index value is 0-1, and the larger the value is, the better 

the clustering effect is. 
 

3.2.  Dataset 

To visualize the clustering algorithm proposed in this article in a two-dimensional plane, four two-

dimensional artificial datasets are used to test the clustering effects of K-means, spectral clustering, and 

SSCSNN algorithms respectively. Figure 5 shows 4 datasets with different shape. Dataset1 contains 7 point 

sets with different densities and shapes composed of 788 points. Dataset2, dataset3, and dataset4 are directly 

generated by the Python based open source machine learning toolkit scikit-learn. Dataset2 is generated by the 

make_circles function in the scikit-learn toolkit, containing 1,600 points and two classes. Dataset3 is generated 

by the make_moons function in the scikit-learn toolkit, containing 1,000 points and two classes. Dataset4 is 

generated by the make_blobs function in the scikit-learn toolkit, containing 1,600 points and 5 classes. Like 

the UCI datasets, these four artificial datasets all have different densities and shapes. To verify the effectiveness 

of the algorithm, 4 real-world datasets were also selected from UCI benchmark data. The parameters of the 

UCI datasets and artificial datasets are shown in Table 1.  
 

 

 
 

Figure 5. Datasets with different shape 
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Table 1. Parameters of UCI datasets and artificial datasets 
Datasets Instances Number of features Number of classes 

Dataset1 788 2 7 
Dataset2 1,600 2 2 

Dataset3 1,000 2 2 

Dataset4 3,200 2 5 
Glass 214 9 6 

Iris 150 4 3 

Seeds 210 7 3 
Wine 178 13 3 

 

 

3.3.  Experimental results and analysis 

The clustering experimental results of the artificial datasets are shown in Table 2. The artificial dataset 

experimental results are calculated based on 10 repeated independent experiments. The indicator for evaluating 

clustering performance is clustering accuracy. It is necessary to calculate the proportion of the classes of each 

instance in the dataset that match the true labels.  

In Dataset1, the average accuracy of K-means is 91.37%, and the average accuracy of SSCSNN is 

slightly 0.12% higher than the average accuracy of spectral clustering. In dataset2 and dataset3, the average 

accuracy of K-means is not as good as spectral clustering and SSCSNN with an average accuracy of 100%. In 

dataset4, the average accuracy of K-measure is 69.34%, and the average accuracy of SSCSNN is 3.73% higher 

than the average accuracy of spectral clustering. From the overall experimental results, SSCSNN clustering is 

superior to K-means and spectral clustering. The clustering experimental results of the artificial dataset are 

shown in Table 3. 

The experimental results of UCI dataset are calculated based on 10 repeated independent experiments, 

and the indicator for evaluating clustering performance is clustering accuracy. In the glass dataset, K-means 

and spectral clustering algorithms have average performance, while SSCSNN clustering is superior to these 

two algorithms. In the iris dataset, the accuracy rate of K-means clustering algorithm is stable at 50%, and the 

accuracy rates of spectral clustering and SSCSNN clustering algorithms have reached 100%. In the seeds 

dataset, the accuracy rate of K-means clustering algorithm is stable at 50%, and the accuracy rate of SSCSNN 

clustering algorithm is 5.71% higher than spectral clustering algorithm, with an accuracy rate of 95.23%. In 

the wine dataset, the three algorithms perform relatively generally, but the SSCSNN clustering algorithm is 

still significantly superior to the other two clustering algorithms. From the experimental results of UCI data 

sets, the SSCSNN clustering algorithm is generally better than K-means and spectral clustering algorithms. 
 
 

Table 2. Clustering results of artificial datasets 

 
Accuracy (%) 

K-means Spectral SSCSNN 

Dataset1 88.95 99.62 99.74 
Dataset2 50.25 100 100 

Dataset3 64.32 100 100 

Dataset4 69.34 94.64 98.37 

 

 

Table 3. Clustering results of UCI datasets 

 
Accuracy (%) 

K-means Spectral SSCSNN 

Glass 61.12 72.42 80.84 

Iris 50.00 100 100 
Seeds 50.00 89.52 95.23 

Wine 52.60 64.60 73.03 

 

 

4. CONCLUSION 

This paper proposes a semi-supervised spectral clustering algorithm based on SNN. The distance 

matrix in SSCSNN algorithm incorporates the SNN information and paired constraint information from the 

SNN algorithm. Experimental results show that this algorithm performs better than K-means and spectral 

clustering algorithms on both synthetic and UCI datasets. 
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