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 Lung cancer is a prevalent global health concern and most prevalent 

malignancy in Indonesian hospitals. Following thoracic surgery, patients were 

categorized into two classes: individuals who experienced mortality within a 

year and those who achieved survival. Despite being about socks, the dataset 

for the deceased category consisted of 70 data samples, while the dataset for 

the final group comprised 400 samples. Data calculation involves the 

utilization of both deep neural networks and standard machine learning 

algorithms. The study use the Python programming language to evaluate the 

algorithms, and it measures their performance using metrics such as accuracy, 

F1-score, precision, recall, receiver operating characteristic (ROC), and area 

under curve (AUC). The test results indicate that the deep neural network 

method achieves an accuracy of 95.56%, an F1 score of 79.24%, a precision 

of 91.96%, a recall of 85.52%, and an AUC of 85.52%. This study suggests 

that utilizing deep neural network data mining techniques, specifically with a 

cross-validation fold of 10, variations of six hidden layer encoder-decoder, 

relu, sigmoid activation function, optimizer Adam, and learning rate of 0,01, 

dropout rate of 0,2. Employing the synthetic minority over-sampling 

technique data preprocessing method, can effectively analyze thoracic patient 

survival data sets. 
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1. INTRODUCTION 

According to the Indonesian sample registration system (SRS) report from 2014, 10 diseases are 

responsible for most fatalities in Indonesia. Smoking cigarettes, both actively and passively, increases the risk 

of developing lung cancer. Air pollution and exposure to the workplace are additional risk factors [1]. Because 

of the high prevalence of smoking in society, lung cancer will become a public health issue in Indonesia. Lung 

cancer is the fourth most common cancer detected in hospitals in Indonesia [2]. Surgery, radiation, 

chemotherapy, immunotherapy, hormone therapy, and gene therapy can all be used to treat lung cancer. The 

airways are almost entirely located on the ribs. The thorax is essential in the breathing process [3]. Thoracic 

surgery is one of the most common treatments for lung cancer. However, thoracic surgery carries several risks 

and complications, including neurological disorders, infections, and life-threatening complications. Many 

complications occur in people with cardiovascular disease, including heart and blood vessel problems that can 

lead to strokes. As a result, the life expectancy following thoracic surgery is extremely low [4]. The research 
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focus on predicting thoracic patient survival using a computer-aided diagnosis (CAD) system. The analysis of 

the patient's condition before and after surgery, CAD can help predict the life expectancy of patients with lung 

cancer. Data collection for patients with lung cancer undergoing thoracic surgery [5]. Following thoracic 

surgery, patients were divided into two groups: those who died within a year (die) and those who were able to 

survive. A total of 70 samples of data were included in the dataset for the die class and 400 samples were 

included in the dataset for the latter group [5]. The performance of the prediction model for the survival of 

thoracic patients may be affected by the class imbalance issue in the algorithm for detecting lung cancer in the 

thoracic dataset [6]. Because there are more false positives than true positives in the thoracic surgery dataset, 

there is a class imbalance. Bootstrap aggregating is a classification improvement technique that uses a random 

combination of classifications on training and bagging datasets to reduce variance and avoid overfitting [7]. 

Previously, several researchers used various algorithms to predict the survival of thoracic patients in previous 

studies, including the multi-class support vector machine algorithm with active learning for network traffic 

classification [8]. Lung cancer classification using support vector machine and neural networks[9]. The medical 

internet of things uses machine learning [10]. Based on unbalanced data, a comprehensive data-level analysis 

for cancer diagnosis is performed [11]. Previous study indicates that the deep neural network technology has 

not been employed thus far, with only traditional machine learning methods being utilized. The objective of 

this study is to compare conventional machine learning and deep neural network algorithms in order to 

determine the most effective approach for assessing potential online shopper intentions using the Python 

programming language. The aim is to obtain the most accurate results for doctors and medical services in 

receiving thoracic patient survival data. 

 

 

2. METHOD 

2.1.  Research stages 

The research on thoracic surgical data involved the utilization of a model constructed through a 

systematic research method. This approach encompassed various steps, including dataset acquisition, 

preprocessing, feature selection, smoothing, modeling, and evaluation. The research commences with 

gathering data from the UCI machine learning repository website [12]. Subsequently, the data undergoes a 

transformation to generate initial data for preprocessing. Following this, features are chosen utilizing the 

Python programming language. The data is then balanced using the synthetic minority over-sampling technique 

(SMOTE) method. Finally, the data is evaluated using conventional machine learning algorithms and deep 

neural networks through data cross-validation. During this modeling phase, two techniques will be evaluated: 

traditional machine learning and deep neural networks. Prior to inputing the modeling procedure, the data is 

gathered using the SMOTE method, a data augmentation methodology that ensures a balanced representation 

of both one-year survival and mortality possibilities. After a seamless procedure, the data undergoes  

cross-validation, a model validation approach employed to evaluate the accuracy of the analytic outcomes. 

Cross-validation is a technique used to do classification on preprocessed data. It involves partitioning the data 

into separate training and testing sets [13]. Once the data has undergone preprocessing, feature selection, 

smoothing modeling, and testing, the last stage involves analyzing the data produced by the Python 

programming language using traditional machine learning methods and deep neural networks as shown in 

Figure 1. 

 

2.2.  Application of research methods 

2.2.1. Dataset 

The main goal of this research is to examine how research approaches can be practically applied in 

the setting of the thoracic surgery data set. To accomplish this goal, we painstakingly divided our study into 

six distinct but related steps, each of which added to the overall analytical process. The data utilized is derived 

from secondary sources, namely obtained from UCI machine learning. The dataset contains 470 data points, 

each with 17 parameters and 1 class. Its purpose is to analyze and determine the survival statistics for patients 

with thoracic conditions [12]. In order to overcome these challenges and offer more convenient, efficient, and 

precise outcomes, classification methods that exhibit superior levels of forecasting and precision can be 

employed. This study employed a comparison between the deep neural network algorithm and the classic 

machine learning algorithm to yield highly predictive and accurate findings. 

 

2.2.2. Pre-processing 

A total of 470 patients' data were gathered during this phase of the trial, and they will be examined to 

predict the patients' survival and mortality rates after one year. The initial step in the data preparation stage is 

the selection or examination of attributes that will modify the data type. The data cleaning process commences 

once the data selection phase is completed. During this technique, our objective is to identify any absent values. 
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Figure 1. Research stages 

 

 

2.2.3. Feature selection 

During the pivotal feature selection stage, our primary goal is to identify the attributes that have the 

greatest influence on the dataset's dynamics. This determination is made using a thorough feature analysis, with 

a particular emphasis on the feature option. In accordance with our research objectives, we make the strategic 

decision to incorporate all attributes into our modelling process, apart from the class attribute. This deliberate 

choice is based on the expectation that including these attributes will significantly improve our model's 

performance metrics, which include accuracy, F1 score, precision, recall, and area under curve (AUC) 

measurement. This meticulous feature selection process is critical for fine-tuning our models and ensuring their 

efficacy in extracting valuable insights from the dataset.  

 

2.2.4. Smooth 

Following the critical feature selection phase, the next step in our research is to address class 

imbalance within the dataset. This is accomplished by utilizing the SMOTE, a method designed to equalize 

class distribution. Simultaneously, a critical step is taken during the modelling stage to ensure the dependability 

and robustness of our analysis. Cross-validation techniques are used in both deep neural network models and 

traditional machine learning methods to achieve this. We reduce the risk of overfitting by splitting the data into 

training and testing sets in a systematic manner, allowing our models to generalize effectively to previously 

unseen data and providing a solid foundation for our research findings. 

 

2.2.5. Modelling 

The proposed approach is used to carry out the prediction procedure at the modelling stage. The 

suggested method uses deep neural networks and conventional machine learning. Deep neural networks use 

three to eight layers and the Python programming language to assess the level of accuracy, F1 scores, precision, 

recall, and AUC from live thoracic patients. Conventional machine learning includes several methods, such as 

random forest, support vector machine, and logistics regression. 

− Machine learning: machine learning is the automatic recognition of significant patterns in data. Computers 

can learn things from people through machine learning. The computer can learn to process the data that is 

supplied to it without any explicit programming. Algorithms for machine learning are used to train 

computers to process data [14]. 

− Random forest: the random forest concept involves the generation of several decision trees that are 

correlated, where each decision tree functions as a collection of models. Every decision tree creates class 

predictions, and the ultimate decision is determined by the highest yield [15]. The random forest 

classification method employs a decision tree approach, where attributes are randomly selected at each node 

to decide categorization. The decision tree utilizes the largest number of votes it receives to classify data 

[16], [17]. Random forest employs a voting system, namely the highest count, to merge classifiers (CARTs) 

that are mutually independent and originate from the same distribution. This process results in classification 

predictions. Decreased correlation can diminish the impact of prediction errors in random forest, which is 

an inherent characteristic of this algorithm [18]. Random forest formula [19]: 
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=Entropy (Y)=- ∑ ⬚i P (Y)log
2
p(Y), (1) 

 

=Entropy (Y)- ∑ ⬚V εvalues(a) 
|Yv|

|Ya|
 Entropy (Yv).  

 

Information: 

Y=case set 

P(c|Y) is the ratio of grades in class Y to those in class c. 

Values(a)=Possible values when a is set. 

Yv=subclass of Y with class v, which is related to class a. 

Ya=All values that correspond to a. 

− Support vector machine: because it requires specific learning objectives during training, support vector 

machine is an integrated (supervised) classification method [20]. The following is the support vector 

machine formula [21]: 

 

similarity = 
∑ f(Ti,Si)

n
i=1

Wi
 (2) 

 

Information: 

T: A new case 

S: cases in storage 

n: the number of attributes 

I: individual attribute between 1 and n  

f: TRIBUTE similarity function between case T and case S 

W: weight assigned to the i-th attribute 

− Logistics regression: the supervised classification algorithm includes logistic regression. This algorithm 

has grown in popularity in recent years, and its application has expanded significantly. This is a sigmoid 

curve. It is a subset of logistic regression. Next step is start with a simple linear regression formula to 

understand the mathematical version of the explanation [22]. 

 

y=b0+b1*x (3) 

 

Thus, it has now been subjected to the sigmoid function, and the result is provided by the formula. 

 

p=
1

1+e-y
 (4) 

 

Now that one formula has been substituted for another to get the value of y, we have our logistic regression 

formula. 

 

logistic(S)=b0+b1M1+b2M2+b3M3…bkMk… (5) 

 

where S denotes the likelihood of the presence of interesting features. The predictor values are M1, M2, 

M3, ... Mk. The intercepts of the model are b0, b1, b2, b3, ... bk. 

− Deep neural network: the deep neural network is a complex artificial neural network consisting of multiple 

layers. A deep neural network often consists of more than three layers, including an input layer, hidden 

layers, and an output layer. This architecture classifies it as a multilayer perceptron (MLP) with multiple 

layers. The depth is attributed to the multitude of layers. Deep learning refers to the process of learning in 

deep neural network [23]. Deep neural network belongs to the category of neural networks. Deep neural 

network consists of multiple hidden units that are interconnected across layers, but not inside each 

individual unit within a layer. This approach employs supervised training and shares a comparable structure 

with an artificial neural network. The deep learning approach can optimize numerous parameters for speech 

recognition. deep neural network possesses the ability to accurately identify and interpret speech, exhibiting 

enhanced efficiency in understanding various languages and dialects [24]. 

− Confusion matrix: a particularly helpful tool for examining bias in the recognition of tuples of various types 

is the confusion matrix [25]. This technique makes use of a matrix array with positive and negative classes 

[26]. The values of accuracy, precision, recall, and error rate will be obtained during the evaluation stage 

using the confusion matrix. The accuracy ratio is the number of correctly identified cases divided by the 

total number of cases. The following formula can be used to calculate accuracy: 
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Accuracy=
TP+TN

TP+TN+FP+FN
 (6) 

 
The proportion of cases with a true positive result is referred to as precision. 

 

Precision=
TP

TP+FP 
 (7) 

 
The proportion of correctly identified positive cases is referred to as recall. 

 

Recall=
TP

TP+FN
 (8) 

 
Information: 

The number of positive cases is designated as positive. 

The number of negative cases is considered positive. 

The number of negative cases is classified as such. 

The number of positive case fields is considered negative. 

 
2.2.6. Evaluation 

During the evaluation phase, we conduct a comprehensive assessment of the model's performance 

using Python. This involves examining important metrics such accuracy, F1 score, precision, recall, and 

success or mistake rates. This study utilizes two separate algorithms: conventional machine learning and deep 

neural networks, enabling us to completely evaluate the usefulness and efficiency of the model. 

 
2.3.  Method of collecting data 

Primary data and secondary data are the two categories of data sources that are available for utilization 

in the process of data collection. Primary data are the ones that are obtained directly, whereas secondary data 

are the ones that are obtained from other researchers who have already carried out an investigation that is 

comparable. To complete this investigation, researchers looked at secondary data. Thoracic surgery data set 

results from UCI machine learning were used for the research. These results included 470 records with a total 

of 17 attributes and 1 class attribute [27], as stated in Table 1. Table 2 contains categories of user behavior 

analysis. 

 

 

Table 1. Description of the attributes of the survival dataset of patients with thorax 
No Attributes Data type Description 

1 DGN Category Diagnosis: specific combination of ICD-10 codes for primary and secondary tumors and 

multiples if present (DGN3, DGN2, DGN4, DGN6, DGN5, DGN8, DGN1). 

2 PRE4 Numeric Forced vital capacity - FVC 
3 PRE5 Numeric Volume that has been exhaled at the end of the first second of a forced expiration, FEV 

4 PRE6 Category Performance status, Zubrod scale (PRZ2, PRZ1, PRZ0) 

5 PRE7 Category Pain before surgery (T, F) 

6 PRE8 Category Hemoptysis before surgery (T, F) 

7 PRE9 Category Dyspnea before surgery (T, F) 
8 PRE10 Category Cough before surgery (T, F) 

9 PRE11 Category Weakness before surgery (T, F) 

10 PRE14 Category T in clinical TNM: original tumor size, from OC11 (smallest) to OC14 (largest) (OC11, 

OC14, OC12, OC13) 
11 PRE17 Category Type 2 DM, diabetes mellitus (T, F) 

12 PRE19 Category MI for up to six months (T, F)  

13 PRE25 Category PAD: peripheral arterial disease (T, F) 

14 PRE30 Category Smoking (T, F) 

15 PRE32 Category Asthma (T,F) 
16 AGE Numeric Age at surgery (numeric) 

17 Risk1Y Category 1 year survival period - (T) true value if dead (T,F) 

 

 

Table 2. Numerical attributes and categories of user behavior analysis 
No Nama atribute Min. Value Max. Value SD 

1 PRE4 1.44 6.30 0.87 

2 PRE5 0.96 86.30 11.77 
3 AGE 21.00 87.00 8.71 
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3. RESULTS AND DISCUSSION 

Research data on the survival of thoracic patients is secondary data, where the total data is 470 with 

17 attributes and 1 class. In a previous study that discussed the survival of thoracic patients conducted by  

Ziȩba et al. [5] with focused on boosted support vector machine to prediction of the post-operative life 

expectancy in the lung cancer patients. This study aims to determine the best results using the boosted support 

vector machine algorithm to test each predicted classification for the survival of thoracic patients. In a study, 

the experimental process used two methods of class formation, namely the minority class and the majority 

class. The study's conclusions consist of calculations derived from both qualitative and quantitative processing 

methods, which are based on the proposed model. All available datasets were utilized for this investigation. 

This study employs deep neural networks and conventional machine learning approaches to predict data sets 

through trials and testing. The datasets utilized in this experiment have undergone preprocessing, feature 

selection, smoothing, and modeling using Python in Google Collaboratory.  

 

3.1.  Pre-processing step validation 

During the validation process of survival data for thoracic patients, we obtained a set of noteworthy 

findings during the course of our study, which involved meticulous data preprocessing, as shown in Table 3. 

When comparing the performance of conventional machine learning algorithms, the random forest algorithm 

stood out, boasting an impressive accuracy rate of 92 percent, an F1 score of 91.06%, a precision of 92.94%, 

and a recall rate of 88.17%. Surprisingly, these results outperformed those of the support vector machine 

algorithm and another regression logistics, albeit by only 1-2 percent. 
 
 

Table 3. Preprocessing value results of a conventional machine learning algorithm 
Model Accuracy (%) F1 Score (%) Precision (%) Recall (%) 
Random forest 92 91.06 92.94 88.17 
Support vector machine 88 81.67 79.06 85.87 
Logistic regression 87 - - - 

 

 

3.2.  Conventional machine learning algorithm model 

This study employed various conventional machine learning methods, such as random forest, support 

vector machine, and logistic regression. This work use conventional machine learning methods to compute 

accuracy, F1 score, precision, and recall metrics for analyzing survival data in thoracic patients. Table 4 

presents the test results of many conventional machine learning techniques that have been employed, 

facilitating a comparison of the accuracy, F1 score, precision, and recall values. When the conventional 

machine learning algorithm is applied to the survival data of thoracic patients, the random forest algorithm is 

generated. This random forest algorithm has outstanding performance metrics, including a 92% accuracy rate, 

a 91.06% F1 score, a precision level of 92.94%, and a recall rate of 88.17%. Notably, these performance metrics 

outperform the support vector machine algorithm and another regression logistics. 
 

 

Table 4. The results of a comparison of thorax conventional machine learning algorithm 
Model Accuracy (%) F1 score (%) Precision (%) Recall (%) 
Random forest 92 91.06 92.94 88.17 
Support vector machine 88 81.67 79.06 85.87 
Logistic regression 87 - - - 

 
 

3.3.  Deep neural network algorithm 

Several techniques are used in this study, beginning with standard machine learning algorithms and 

progressing to a deep neural network algorithm with a variable number of hidden layers ranging from 3 to 8. 

We conducted extensive testing with multiple iterations of the deep neural network method, resulting in a 

thorough comparison of various performance metrics. Accuracy, F1 score, precision, recall, and AUC values 

are among the metrics presented in Table 5 for a thorough analysis and evaluation of our models' effectiveness. 

The test results, as presented in Table 5, demonstrate that the optimization of the deep neural network algorithm 

using different variations of 6 hidden layer decoders (encoder, activation function parameter sigmoid, optimizer 

Adam), with a learning rate of 0.01 and dropout rate of 0.2, yields higher values compared to the deep neural 

network algorithm with alternative variations. 

 

3.4.  Comparison model 

The results of each algorithm are meticulously documented in Table 6, revealing a compelling pattern 

of performance. Notably, deep neural network methods are significantly more effective for research purposes 

when compared to traditional machine learning algorithms. In line with previous studies, it has been 
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demonstrated that deep neural networks improve the capabilities of intrusion detection systems and optimize 

classification algorithms [28], [29]. A thorough examination of the test results, including an examination of 

both the confusion matrix and the receiver operating characteristic (ROC) curve, elucidates the specific 

conditions under which this superiority is most apparent. The deep neural network algorithm was optimized, 

with variations of 6 hidden layers in a decoder-encoder architecture, an activation function parameter set to 

sigmoid, the Adam optimizer with a learning rate of 0.01, and a dropout rate of 0.2. This configuration produces 

impressive performance metrics, including an accuracy rate of 95.56%, an F1 score of 79.24%, a precision 

level of 91.96%, a recall rate of 85.52%, and an AUC of 85.52%. In stark contrast, the conventional machine 

learning model, specifically the random forest algorithm, achieves an accuracy rate of 92.00%, an F1 score of 

91.06%, a precision of 92.94%, and a recall of 88.17%. These figures show a noticeable average difference in 

accuracy of 3.56%, an F1 score difference of 11.82%, a precision difference of 0.98%, and a recall difference 

of 2.65%, highlighting the significant performance gains offered by the deep neural network approach. 
 
 

Table 5. Results of the deep neural network algorithm's accuracy, precision, recall, F1-score, and AUC scores 

Layers 
Activation 
function 

Optimizer Learn rate 
Accuracy 

(%) 
F1 score 

(%) 
Precision 

(%) 
Recall 

(%) 
AUC 
(%) 

3 Hidden Decod-Encod Sigmoid RMSProop 0.001 93.95 65.11 96.79 74.13 74.13 
3 Hidden Encod-Decod Sigmoid Adagrad 0.1 93.14 58.53 96.39 70.68 70.68 

4 Hidden Decod-Encod Sigmoid Adam 0.01 94.35 70.83 92.11 78.85 78.85 

4 Hidden Encod-Decod Sigmoid RMSProop 0.01 92.33 55.81 89.22 70.23 70.23 

5 Hidden Decod-Encod Sigmoid Adam 0.1 94.75 73.46 92.58 80.57 80.57 

5 Hidden Encod-Decod Sigmoid Adam 0.1 94.75 72.34 94.61 79.08 79.08 
6 Hidden Decod-Encod Sigmoid Adam 0.01 95.56 77.55 95.30 82.53 82.53 

6 Hidden Encod-Decod Sigmoid Adam 0.1 95.56 79.24 91.96 85.52 85.52 

7 Hidden Decod-Encod Sigmoid Adam 0.01 95.56 76.59 97.60 81.03 81.03 
7 Hidden Encod-Decod Sigmoid Adagrad 0.1 92.74 57.14 92.53 70.46 70.46 

8 Hidden Decod-Encod Sigmoid Adam 0.01 95.56 76.59 97.60 81.03 81.03 

8 Hidden Encod-Decod Sigmoid RMSProop 0.01 92.33 53.65 92.01 68.73 68.73 

 
 

Table 6. Testing conventional machine learning algorithms and deep neural networks 

Layers 
Activation 

function 
Optimizer 

Learning 

rate 

Accuracy 

(%) 

F1 score 

(%) 

Precision 

(%) 

Recall 

(%) 

AUC 

(%) 

6 hidden encod-decod Sigmoid Adam 0.01 95.56 79.24 91.96 85.52 85.52 

Random forest 92.00 91.06 92.94 88.17 0.00 

 

 

4. CONCLUSION 

Based on real-time data collected from patients with thoracic conditions, the crucial step in studying 

survival data for thoracic patients is a pre-processing procedure that includes data filtering and cleansing, 

feature selection, and SMOTE. The deep neural network data mining technique can be a valuable tool for 

analyzing the survival data set of thoracic patients using a 10-fold cross-validation approach. The deep neural 

network's six hidden layers can be modified with different variations, such as decoder-encoder, relu, and 

sigmoid activation functions, optimizer Adam, a learning rate of 0.01, and a dropout rate of 0.2. By 

implementing these modifications, the network can achieve an accuracy of 95.56%, precision of 91.96%, recall 

of 85.52%, F1 score of 79.24%, and an accuracy of 85.52%. When comparing this value to conventional 

machine learning algorithms, it becomes evident how superior it is. Based on this rationale, deep neural 

network algorithms can produce superior outcomes in terms of accuracy, precision, recall, F1 score, and AUC 

compared to machine learning approaches and related research. There are no definitive guidelines dictating the 

learning rate, node, and dropout, although reducing these factors often enhances the accuracy of the network. 

An increase in learning speed, node density, and dropout rates will lead to a decrease in network accuracy, 

hence prolonging the process. 
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