
IAES International Journal of Artificial Intelligence (IJ-AI) 

Vol. 13, No. 3, September 2024, pp. 3314~3321 

ISSN: 2252-8938, DOI: 10.11591/ijai.v13.i3.pp3314-3321      3314 

 

Journal homepage: http://ijai.iaescore.com 

You only look once v8 for fish species identification 
 

 

Nurfadjri Akbar Rizqi Basuki, Hustinawaty 
Department of Information Systems Management, Gunadarma University, Jakarta, Indonesia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Sep 30, 2023 

Revised Nov 6, 2023 

Accepted Dec 2, 2023 

 

 This research aims to test the performance of you only look once (YOLOv8) 

in identifying fish species in Indonesian waters. Fish image data is obtained 

from various sources to conduct testing. The results show that YOLOv8 is 

able to identify fish species with a mAP accuracy rate of 97%. These results 

reveal the great potential of deep learning technology in supporting the 

preservation of marine biodiversity as well as the development of various 

applications, such as fisheries monitoring, conservation, and marine-based 

tourism development in Indonesia. With its efficient object detection and 

classification capabilities, YOLOv8 can simplify and accelerate the process 

of identifying fish species, even on a large scale. Thus, this technology is a 

highly effective solution to overcome the challenges of manual fish species 

identification, which requires a lot of time and effort. The results of this 

study provide valuable insights into the potential utilization of Indonesia's 

natural resources in the context of scientific development, the tourism 

industry, and the fisheries sector, which is vital to the country's economy. 
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1. INTRODUCTION 

Indonesia is one of the countries with very high marine biodiversity [1]. According to data released 

by the Ministry of Marine Affairs and Fisheries, it is estimated that there are more than 2,500 species of fish 

that can be found in Indonesian waters [2]. This marine biodiversity is not only an extraordinary natural 

wealth, but also one of the great potentials that can be utilized for various purposes, such as scientific 

research, the tourism industry, and the fisheries sector which is very vital for the country's economy [3]. Fish 

species identification is one of the important first steps in utilizing this marine biodiversity [4]. In general, 

fish species identification can be done manually or automatically. Manual identification involves a 

taxonomist using reference books to recognize and classify different types of fish. However, this method 

requires significant time and effort, making it less efficient when applied on a large scale [5]–[8].  

To overcome these challenges, automatic identification using computer technology has become an 

increasingly popular solution. One method that has been used successfully is deep learning [9]. Deep learning 

methods utilize artificial neural networks that are capable of learning to recognize objects from image or video 

data with high accuracy [10], [11]. One of the most well-known deep learning models in fish species 

identification is you only look once (YOLO) [12]–[15]. YOLOv8 is an updated version of the object detection 

model that has the ability to efficiently detect and classify objects in a single frame of an image or video. With 

this technology, fish species identification can be done quickly and accurately, even on a large scale. 

This research journal aims to test the performance of (YOLOv8) in the context of fish species 

identification in Indonesian waters. The journal will use fish image datasets obtained from various sources to 
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conduct the test. The results of this research are expected to provide valuable insights into the effectiveness 

of YOLOv8 in supporting the preservation of marine biodiversity as well as the development of various 

applications such as fisheries monitoring, conservation, and marine-based tourism development. 

 

 

2. RELATED WORKS 

YOLO is an algorithm that already exists but has been developed by several researchers in the field 

of object detection and object identification. This research is inseparable from previous research as a 

reference. Several studies have focused on developing you only look once in various versions with fish 

objects. Liu et al. [16] developed a fish recognition system to improve the accuracy of fish image 

segmentation using YOLOv5. Experimental results show that object detection precision can reach 95.4% and 

semantic segmentation accuracy can reach 98.5% with the proposed algorithm structure. Kuswantori et al. [17] 

developed a mobile fish detection and classification system for the aquaculture industry. The proposed 

approach is based on the YOLOv4 detection algorithm, which is optimized with a unique labeling technique. 

The proposed method was tested by using video to detect fish moving on the conveyor, which are placed 

randomly in positions and sequences at a speed of 505.08 m/h and can achieve an accuracy of 98.15%.  

Malik et al. [18] developed an automatic fish species identification and categorization system proposing a 

new fish detection network (FD_Net) to detect nine different types of fish species using images captured by 

cameras based on the improved YOLOv7 algorithm by swapping Darknet53 with MobileNetv3 and depth-

separated convolutions for size 3×3 filters in the bottleneck attention module of extended feature extraction 

network. The accuracy result reached 95.30%. 

While there has been progress in the field of deep learning-based methods for fish detection, there 

are still some obstacles that need to be overcome. One of the main obstacles is the urgent need for more 

comprehensive and varied data sets to train and evaluate these methodologies. Also, it should be noted that 

the use of substandard cameras or under poor lighting conditions may affect the accuracy of the fish detection 

algorithms. YOLOv8 is a state-of-the-art model that builds on the achievements of previous iterations of 

YOLO by introducing new features and enhancements to improve performance and adaptability. As a  

single-stage object detection approach, YOLOv8 retains the same benefits as YOLOv1 to YOLOv7. In this 

regard, YOLOv8 requires only one stage of feature extraction to achieve object detection, making it faster 

than other two-stage algorithms [19]–[21]. 

The most noticeable changes in YOLOv8 are the use of the C2f module as the backbone instead of the 

C3 module, and the number of blocks per stage changing from [3, 6, 9, 3] to [3, 6, 6, 3]. In addition, there is the 

replacement of anchor base with anchor free, which is inspired by the concept found in TOOD and ppyoloe's 

YOLOv6. YOLOv8 is adaptable and remains compatible with all previous versions of the YOLO framework, 

making it easy for users to switch between different versions and evaluate their performance. This makes 

YOLOv8 an excellent choice for individuals who want to utilize the latest YOLO technology while still having 

the option of using existing YOLO models. The architecture of YOLOv8 is depicted in Figure 1. 
 

 

 
 

Figure 1. YOLOv8 architecture 
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3. METHOD 

Figure 2 shows the five steps of the proposed fish species identification method: data collection, 

data preprocessing, YOLOv8 model training, YOLOv8 model evaluation and YOLOv8 model testing. Data 

collection is the collection of images of fish species from the internet (kaggel and roboflow). Preprocessing 

consists of normalizing image size, labeling and bounding boxes on data, and data augmentation. YOLOv8 

model training is training data with YOLOv8 model. Evaluation of the YOLOv8 model is evaluating the 

YOLOv8 model of training results, and test the YOLOv8 model to test the capabilities of the model. 
 
 

 
 

Figure 2. Flowchart for making fish species identification models 

 

 

3.1.  Data collection 

The data collected consisted of 982 images with 21 different types of fish including black tetra, 

botia, koi asagi, koi bekko, koi benigoi, koi chagoi, koi goromo, koi hariwake, koi kohaku, koi kujaku, koi 

platinum, koi sanke, koi showa, koi tancho, koi utsuri, chef black ranchu, chef oranda, chef ranchu, lemon, 

manfish, and rainbow. This data will be used to study the patterns and characteristics of the fish. The 

following is an example of an image of the results of data collection that has been collected, which can be 

seen in Figure 3. 

 

 

 
 

Figure 3. Image of fish species 

 

 

3.2.  Data pre-processing 

In Figure 4 is a data preprocessing flowchart. This step is carried out to adjust the data to the 

YOLOv8 model format before the model training process is carried out. The purpose of data pre-processing 

is to improve data quality and YOLOv8 model performance. 
 

 

 
 

Figure 4. Flowchart pre-processing data 
 
 

In data pre-processing, the first step is to divide the data into 80% for training, 10% for testing, and 

10% for validation. The goal is to prevent overfitting and ensure that the model can generalize well to new 



Int J Artif Intell ISSN: 2252-8938  

 

You only look once v8 for fish species identification (Nurfadjri Akbar Rizqi Basuki) 

3317 

data. Then, the image size was normalized to 640×640 pixels to match the model's input format. Next, the 

data is annotated including labeling and bounding boxes. Labeling is the process of labeling objects in the 

image, while bounding box is the process of drawing a box around those objects. The last step is to perform 

data augmentation, which is the process of creating copies of the image with different variations, such as 

brightness, contrast, and rotation. This is done to increase the size and diversity of the dataset, so that the 

model can learn better. 

 

3.2.1. Data augmentation 

In Figure 5 is a data augmentation flowchart. This step is carried out to multiply data and prevent 

overfitting before the YOLOv8 model training process is carried out so that the YOLOv8 model is optimal. 

The purpose of data augmentation is to train the YOLOv8 model to be more robust to changes in data 

appearance, so that it can produce more accurate object detection. 

At the data augmentation stage, the steps taken are flip: horizontal, vertical, which means rotating 

the image horizontally or vertically. 90° rotate: clockwise, counter-clockwise, upside down means clockwise 

rotation, anti-clockwise rotation and the image is rotated 180°. Saturation: between -50% and +50%, means 

to adjust the color intensity in the image. Brightness: between 0% and +20% means to adjust the brightness 

level of the image. Exposure: between -15% and +15% means to adjust how much light enters the camera 

sensor. Blur: up to 1.5 px means to make the image blurry. After the data has been augmented to 2946, the 

next stage will be YOLOv8 model training. 

 

 

 
 

Figure 5. Data augmentation flowchart 

 

 

3.3.  YOLOv8 model training 

In Figure 6 is the YOLOv8 model training flowchart. This stage is carried out to train the data with 

the YOLOv8 model to produce a model that can identify objects, in this case identifying fish species. This 

model will be used to identify fish species in the image. The YOLOv8 model training step starts with 

importing the data that has gone through the preprocessing stage. Next, the data is trained with the YOLOv8 

model for 200 epochs. Finally, the YOLOv8 model training results are saved in the best.pt file. 
 
 

 
 

Figure 6. YOLOv8 model training flowchart 

 

 

3.4.  YOLOv8 model evaluation 

In Figure 7 is the YOLOv8 model evaluation flowchart. This stage is carried out to evaluate the 

model that has been made. This evaluation is carried out to measure the performance of the model in 

identifying objects, in this case identifying fish species. In the model evaluation process, the first thing to do 

is to visualize the results of the YOLOv8 model training in graphical form against the box_loss value to 

measure how well the bounding box produced by the model matches the actual bounding box around the 

object in the image, cls_loss to measure how well the model can classify detected objects into the right class, 

dfl_loss to measure class imbalance problems in the object detection task, precision to measure the extent to 

which the positive predictions made by the model are correct. Recall to measure the extent to which the 

model is able to identify all true positive instances. The F1-score is the harmonic average of precision and 

recall, providing a more balanced view of the performance of the YOLOv8 model when precision and recall 

differ significantly. Mean average precision @ intersection over union (IoU) 50% (mAP50) to measure mAP 
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performance at an IoU threshold of 50%. mAP50-mean average precision @ IoU 90% (mAP90) measures 

mAP performance at an IoU threshold of 50% to 90% and. The confusion matrix is a table used to describe 

the performance of a classification model by comparing the model's predictions with the actual value of the 

data. Finally, the YOLOv8 model was evaluated. 
 

 

 
 

Figure 7. YOLOv8 model evaluation flowchart 

 

 

4. RESULTS AND CONCLUSION 

4.1.  YOLOv8 model evaluation results 

The YOLOv8 model that has been made trained with 200 epochs produces precision, recall,  

F1-score, mAP50, and mAP50-90 values which can be seen in Table 1. Precision is the fraction of detections 

that are true positives, recall is the fraction of ground truth objects detected, F1-score (F1) is the harmonic 

mean of precision and recall, mAP50 is the average precision of all classes at the IoU threshold of 50% and 

mAP50-90 is the average precision of all classes at the IoU threshold between 50% and 90%. These values 

indicate the performance of the model in identifying fish species. The higher the value, the better the performance 

of the model [22], [23]. Precision, recall, F1-score, and IoU are calculated as (1)-(4): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (2) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

 

𝐼𝑂𝑈 =  
𝐴𝑟𝑒𝑎 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
 (4) 

 

In (1) to (3) where true positives are the number of true positives, false positives are the number of false 

positives, false negatives are the number of false negatives [24]. In (4) area of intersection is the overlapping 

area between the prediction bounding box and the ground truth bounding box, and area of union is the 

combined area between the prediction bounding box and the ground truth bounding box [25]. 

 

 

Table 1. YOLOv8 model training results 
Epoch Precision Recall F1-Score mAP50 mAP50-90 

200 94% 93% 93.4% 97% 94% 

 

 

The YOLOv8 model training results from 200 epochs have very high values of precision, recall,  

F1-score, mAP50, and mAP50-90. Next, a visualization of the results of the YOLOv8 model training with a 

total of 200 epochs was carried out as seen from the values of box_loss, cls_loss, dfl_loss, precision and 

recall, mAP50 and mAP50-90, and confusion matrix. The YOLOv8 model training results graph can be seen 

in Figure 8. The box_loss graph shows that the box_loss value decreases, meaning that the model is getting 

better at producing detection boxes that match the actual object. It can also be seen from the graph that the 

box_loss train and the box_loss val overlap a little. This means that the model is slightly overfitting. This 

indicates that the model is able to generalize well to new data, because the performance is not too different 

between training data and validation data. The cls_loss graph shows that the lower the cls_loss value, the 

better the model is at classifying objects. It can also be seen from the graph that train cls_loss and val cls_loss 

coincide slightly. This means that the model is slightly overfitting. This indicates that the model is able to 

generalize well to new data, because its performance is not too different between training data and validation 

data. The dfl_loss graph shows that the value of dfl_loss is decreasing, meaning that the model is getting 
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better at solving class imbalance problems in the object detection task. It can also be seen from the graph that 

the train dfl_loss and val dfl_loss overlap a little. This means that the model is slightly overfitting. This 

indicates that the model is able to generalize well to new data, because its performance is not too different 

between training data and validation data. The precision and recall graphs show that the precision and recall 

values increase, meaning that the model performance increases in classifying or detecting. It can also be seen 

from the graph that precision and recall coincide a little. This means that the model has a good balance 

between the ability to produce accurate predictions (precision) and the ability to identify as many objects that 

actually exist (recall). The mAP50 and mAP50-90 graphs show that the mAP50 and mAP50-90 values are 

increasing, meaning an overall increase in the performance of the object detection model. It can be seen from 

the graph that the mAP50 and mAP50-90 overlap slightly. This means that the model has a fairly consistent 

and uniform performance. at various levels of overlap (IoU thresholds). 

Figure 9 shows the confusion matrix which indicates that the model has a good performance in 

classifying or detecting objects. This is evidenced by the large number of confusion matrix values that predict 

correctly and the small number of confusion matrix values that predict incorrectly. The fewer confusion 

matrix values that predict incorrectly, the better the model performance [26]. 
 

 

 
 

Figure 8. Graph of YOLOv8 model training results 
 

 

 
 

Figure 9. Confusion matrix 
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4.2.  YOLOv8 model trial results 

This stage tests the ability of the YOLOv8 model to predict objects in the context of object 

identification. The purpose of this test is to evaluate whether the YOLOv8 model is able to recognize and 

classify objects in the image or not. By conducting this trial, we can measure the extent to which the 

YOLOv8 model can work accurately in identifying objects that appear in various visual situations. The 

following results of trials that have been carried out can be seen in Figure 10. 

 

 

 
 

Figure 10. YOLOv8 model trial results 

 

 

The results of testing the YOLOv8 model on 6 fish images showed a very high accuracy of 95.67% 

on average. The model was able to correctly identify 6 fish species with an accuracy of 98% for black tetra, 

95% for botia, 95% for koi asagi, 97% for koi bekko, 98% for koi benigoi, and 91% for koi chagoi. These 

results indicate that the YOLOv8 model has good potential for use in identifying fish species. 

 

 

5. CONCLUSION 

Identification of fish species with the YOLOv8 model has been successfully developed to identify 

objects in the form of fish species images. In this study, 982 data were collected with 21 types of fish that had 

been collected, then pre-processed image size normalization, labeling, and bounding boxes for fish images, 

data augmentation, the data increased to 2946. Then the YOLOv8 model training process was carried out on 

200 epoch data. produces a precision value of 94%, recall of 93%, F1-score of 93.4%, mAP50 of 97% and 

mAP50-90 of 94%. Evaluation of the model is done by looking at the graphs of the box_loss, cls_loss, 

dfl_loss, and confusion matrix values that the loss graph shows a decrease in each epoch meaning that the 

model works well, because at each epoch the loss value decreases and the results of the confusion matrix 

show that many predict objects correctly and predict little wrong and to make sure the YOLOv8 model 

actually performs well. The results of tests conducted on 6 fish images showed that the YOLOv8 model was 

able to correctly identify fish species and had an average accuracy of 95.67% from 6 fish images. 
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