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 The quality of the input data will typically affect the prediction accuracy. 

Preprocessing of data is commonly referred to as input data tuning. Tuning 

the input data is critical for projecting commodity prices. Anomalies or 

outliers are unavoidable in historical price data. To increase prediction and 

forecasting accuracy, it is necessary to find and correct outliers before training 

the prediction model. To correct the anomaly and increase prediction 

accuracy, the fuzzified input data tuning and prediction algorithm proposed in 

this study. The identified outliers are corrected using the relevant fuzzy set 

value in this method. With outlier corrected data, we used long short-term 

memory and seasonal autoregressive integrated moving average to anticipate 

tomato prices in Karnataka state. The result of the proposed algorithm is 

compared with the sliding window anomalies correction model, and without 

disposing of the outliers. The suggested algorithm, with 37.89%, performed 

better than sliding window with 40.08% and 43.11% mean absolute 

percentage error, respectively, and without outlier correction. The sensitivity 

analysis shows that the performance of the model is unaffected by the 

forecasting horizon. Finally, comparitive analysis peformed with previous 

research work, and the proposed model performed better. 
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1. INTRODUCTION 

Outliers are just unwanted data or noise in the input time series data, which the analyst is not interested 

in [1]. Anomalies in time series price data affect the performance of prediction and forecasting models, as well 

as the analytical outcome. The accuracy of the forecasting model is vital when providing information to farmers 

so that the anticipated price is close to the true value. This is one of the most difficult issues in constructing a 

prediction or forecasting model. One of the key study areas and important jobs in time series forecasting, data 

mining, and analysis is input data pre-processing, which includes outlier detection and correction. Techniques 

for detecting and correcting anomalies have been used in a variety of fields, including stock price predictions, 

cyber security, and fraud detection. 

Time series data can be either univariate or multivariate. It is necessary to remove the noise at that 

moment in time, or the data must be corrected. For this research, univariate pricing data was utilized. In the 

case of time series data, outliers are defined as deviations from the expected or standard observation. Outliers 

in time series data can be generated for a variety of reasons. In the case of stock price data, for example, the 

outlier could be due to a worldwide recession, extremely high inflation, or other factors. In the case of 

https://creativecommons.org/licenses/by-sa/4.0/
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agricultural commodity prices, it could be due to unseasonable rain, a new government policy, and  

disease-affected production 

Several investigations have been undertaken in recent decades, and numerous approaches for 

detecting and correcting anomalies have been proposed. Incorrect model selection can have an impact on 

prediction and forecasting ability. As a result, it is vital to seek a robust model capable of detecting and 

correcting anomalies in time series data without altering the relationship or performance. The outlier correction 

model is regarded to be good if it does not impact the time series data's trend or seasonality. Our primary goal 

is to repair the anomalies found in time series data [2], without impacting the trend or seasonality. Various 

domains require different types of anomaly detection techniques for different purposes. The authors organized 

their survey of several outlier detection approaches. There is no universal strategy for dealing with various data 

kinds. Many outlier detection strategies are available depending on the application domain [3]‒[5].  

Schmidl et al. [6] conducted a detailed study on anomaly detection for time series data and indicated that in 

the past many techniques are evaluated or developed, but there was no thorough research that analyzes and 

assesses the various strategies in an organized manner. 

Xu et al. [7] explored recent advances in outlier detection as well as the benefits and drawbacks of 

several anomaly detection approaches. Because of equidistant properties, typical neighbour-based approaches 

will not operate efficiently. The methods based on neighbours are sensitive to the nearest neighbour chosen. 

The ensemble and subspace approaches perform reasonably well, but selecting the appropriate subspace is 

difficult. A systematic method of detecting and correcting anomalies is required. Most of the researchers did 

not adhere to defined procedures while discovering or correcting anomalies in the data set [8]. Sliding window 

prediction (SWP) based techniques, according to Ranjana et al. [9], can be utilized to detect and repair 

anomalies. SWP techniques work well with less volatile data and are window width dependent. If the data is 

less volatile, the portrait dataset-based techniques work well. When compared to other raw data smoothing 

methods, B-spline smoothing approaches perform well. The k-nearest neighbor (KNN) based approaches can 

detect but not rectify anomalies. If the trend of the original data is not modified, the preprocessing procedure 

is effective. 

Most earlier studies concentrated on identifying anomalies rather than correcting them [10]. Outlier 

removal is straightforward, but it may introduce bias. Autoregressive [11] and autoregressive with exogenous 

[12], inputs are popular models for detecting anomalies. Another simple method is to replace the outlier with 

mean value of the data set [13]. Simple moving average approaches smooth time series data, however, they 

may change the correct dataset [14]. Another extensively used method is constraint-based correction, however, 

it cannot handle continuous faults. Price changes will have an impact on both producers and consumers [15]. 

For anomaly identification, the authors used the random forest classifier and proposed a graph-based model for 

future work. The use of outlier filters improves forecast accuracy [16]. Outlier detection is critical with pricing 

data due to price volatility. Previous research on price outlier filtering in forecasting was insufficient. The 

authors proposed the algorithm tailored for the precise detection of lower outliers in univariate datasets. To 

effectively separate anomalies from normal values, the method combines sophisticated filtration techniques 

with transformative processes [17]. The utilization of clustered information concerning the forecast accuracy 

of the outlier has risen. There is no universal method for detecting and correcting outliers [18]. As the volume 

of data grows, so does the complexity of computation, and detecting anomalies becomes more difficult. Many 

alternative outlier identification and correction approaches based on machine learning [19], artificial neural 

networks [20], and domain-specific [21], have been investigated. 

Over the last few decades, many predictive and price forecasting models have been proposed by 

researchers. The price of tomatoes in India varies between locations due to a lack of cold storage and 

refrigerated transport [22]. Some algorithms excel at long-term predicting, whereas others excel at short-term 

forecasting [23]. The autoregressive integrated moving average (ARIMA) model performs better for long-term 

forecasting, whereas the recurrent neural network model performs better for short-term forecasting. When 

compared to a single model, hybrid models often improve prediction accuracy. Recent advancements in 

artificial neural networks and other advanced algorithms such as long short-term memory (LSTM), convolution 

neural network (CNN) [24], back propagation neural networks (BPNN) [25], [26], and support vector machine 

(SVM) [27], are particularly promising for increasing prediction accuracy. Smart algorithms will perform better 

with nonlinear data as well, but one issue with the neural network model is the slow convergence time. Farmers 

can determine which crop to cultivate in advance if there is a strong price prediction [28]. Predicting commodity 

prices is a significant issue in agriculture [29]. When projecting the price, the precision of the forecasting model 

is critical. Advanced models, such as XGBoost and neural networks, will provide greater accuracy. 

From earlier research and similar work that forecasting and predicting commodity prices is a 

challenging endeavor due to market volatility and other contributing variables. Many strategies for detecting 

anomalies have been proposed, and significantly more research is required to correct anomalies. After 

correcting the anomalies, most of the models alter the trends and properties of the dataset. Our goal is to repair 
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the anomaly in time series price without compromising the data's relationship and suggested a fuzzy-based 

outlier correction model and discovered that it improved prediction accuracy. This work's significant 

contributions are:  

− A new fuzzified input data tuning and prediction (FUIDTAP) approach was proposed that corrects the 

outlier pricing value identified with a fuzzy set value. 

− The proposed model has no effect on the original data set's trend or properties and introduces no bias. 

− The suggested methodology increased price prediction accuracy, according to a comparative analysis that 

included outlier correction using the sliding window method, no outlier correction, and imputation using 

mean and median. 

− Forecasting accuracy was compared to one of the earlier studies [22], and it was discovered that the 

proposed model, FUIDTAP, gave superior accuracy. 

The remainder of this paper is organized as follows. Section 2 describes the technique and proposed 

algorithm in detail. In section 3, described the data set used for this investigation, as well as the experimental 

results and analyses. Section 4 is dedicated to the conclusion and future work. 

 

 

2. MATERIALS AND METHOD 

2.1.  Pre-processing 

In the given data set, there may be a few missing price data values. It is critical to deal with missing 

data before processing the data. The simplest solution is to leave out the missing number, but this creates a gap 

in the data set. There are numerous imputing methods accessible, such as mean, mode, and nearest neighbours. 

Linear interpolation is a simple and widely used technique that outperforms the mean method [30]. To fill in 

the gaps, employed linear interpolation. Let D be a price data set of size n and 𝑝1, 𝑝2, 𝑝3, … … . . , 𝑝𝑛 are price 

values. Traverse the entire data set and find the missing price elements and fill in the missing values, as shown 

in (2). 

 

𝐷 = {𝑝1,𝑝2, 𝑝3, … … . . 𝑝𝑛} (1) 

 

Let p represents the missing price on date d, the interpolation logic is as (2): 

 

𝑃𝑟𝑖𝑐𝑒(𝑝) = 𝑑−𝑑1
𝑑0−𝑑1

∗ 𝑃𝑟𝑖𝑐𝑒(𝑑0) + 𝑑−𝑑0
𝑑1−𝑑0

∗ 𝑃𝑟𝑖𝑐𝑒(𝑑1) (2) 

 

Where d is the date on which price data is missing, d0 is the immediately preceding date, d1 is the immediately 

following date, Price(d0) and Price(d1) are the known prices before and after the missing price data on the 

specific date. 

 

2.2.  Fuzzification of price data 

Song and Chissom [31], [32] proposed the fuzzy time series model or approach. The primary 

distinction between fuzzy time series and regular time series is that the values in fuzzy time series are fuzzy 

sets rather than numbers. Complex computations are required for this model. Chen [33] proposed an enhanced 

and simplified model. Let D be the price data set with length n. As in (3), let U be the universe of discourse 

and u1, u2, u3……., un be the partitions of equal length. 

 

𝑈 = {𝑢1, 𝑢2, 𝑢3, … … … . , 𝑢𝑛} (3) 

 

Let. X1, X2 … Xn are the defined fuzzy sets for U. So, each fuzzy set can be defined as: 

 

𝑋1 = {𝑢1/0, 𝑢2/1, 𝑢3/0, … … … . 𝑢n/1 } (4) 

 

𝑋2 = {𝑢1/1, 𝑢2/0, 𝑢3/1, … … … . 𝑢n/0 }  (5) 

 

𝑋𝑛 = {𝑢1/0, 𝑢2/1, 𝑢3/0, … … … . 𝑢n/1 } (6) 

 

Assign the price value to one of the fuzzy sets specified earlier, as shown in (7). 

 

𝑝1 →  𝑋1, 𝑝2 →  𝑋1, 𝑝3 →  𝑋2, … . ., 𝑝𝑛 →  𝑋𝑛   (7) 

 

Identify the fuzzy relation and make the group as in (8) to (11). 
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𝐺1 =  𝑋1 →  𝑋1 , 𝑋1 →  𝑋3 , 𝑋1 →  𝑋5  (8) 

 

𝐺2 =  𝑋2 →  𝑋2 , 𝑋2 →  𝑋4 (9) 

 

𝐺3 =  𝑋3 →  𝑋1 , 𝑋3 →  𝑋3 (10) 

 

𝐺𝑛 =  𝑋𝑛 →  𝑋1 , 𝑋𝑛 →  𝑋𝑛 (11) 

 

where 𝐺1, … , 𝐺𝑛 - different groups. 𝑋1, … , 𝑋𝑛 - fuzzy relations. 

Each pricing value pi for 0 > i < n, belongs to one of the groups Gj with a set of fuzzy relations for  

0 > j < n. Once the groups have been formed using the set of fuzzy relations, the average values for each group 

must be determined, as shown in (12): 

 

𝐴𝑣𝑔(𝐺𝑘) = (∑ 𝐴𝑣𝑔(𝑢𝑖
𝑛
𝑖=1 ) )/𝑛 (12) 

 

where Gk is the specific group with the average value to be found. k is 0 > k <= n, ui is one of the partitions 

with the universe of discourse U. For example, as shown in (13): 

 

𝐺2 =  𝑋2 →  𝑋2 , 𝑋2 →  𝑋4. Then 

 

𝐴𝑣𝑔(𝐺2) = (𝐴𝑣𝑔(𝑢2) + 𝐴𝑣𝑔(𝑢4))/2 (13) 

 

2.3.  Anomaly detection and correction 

The isolation forest is one of the popular decisions tree-based method was used to find anomalies or 

outliers. A couple of outliers were found and represented as in (14), using the data set TD of size n. 

 

𝐷 = {𝑝1,𝑝2, 𝑝𝑜3, … 𝑝𝑜𝑘 … 𝑝𝑜𝑙 . . 𝑝𝑛} (14) 

 

where 𝑝1,𝑝2, … , 𝑝𝑛 are price values. 𝑝𝑜3, 𝑝𝑜𝑘  𝑎𝑛𝑑 𝑝𝑜𝑙  are outliers.  

The next step is to determine which fuzzy set and group each outlier belongs to, and then replace the 

actual price value with the average value obtained using fuzzy groups G1, G2, …, Gn.  

Let 𝑝𝑜3 → 𝐺3 𝑝𝑜𝑘 → 𝐺𝑘  and 𝑝𝑜𝑙 → 𝐺𝑙  then 

 

𝑝𝑎𝑜3 = 𝐴𝑣𝑔(𝐺3) (15) 

 

𝑝𝑎𝑜𝑘 = 𝐴𝑣𝑔(𝐺𝑘) (16) 

 
𝑝𝑎𝑜𝑙 = 𝐴𝑣𝑔(𝐺𝑙) (17) 

 

The final price data set D will look like this after anomaly identification and replacement with the fuzzy set 

value and can be used to predict and forecast commodity prices. 

 

𝐷 = {𝑝1,𝑝2, 𝑝𝑎𝑜3 , … 𝑝𝑎𝑜𝑘 … 𝑝𝑎𝑜𝑙 . . 𝑝𝑛} (18) 

 

Where 𝑝𝑎𝑜3 , 𝑝𝑎𝑜𝑘  𝑎𝑛𝑑 𝑝𝑎𝑜𝑙  are the replaced fuzzy set values for the corresponding price data. 

 

2.4.  Proposed model 

Figure 1, depicts the data flow of the proposed model. The price data presented here includes historical 

commodity price data, such as monthly, weekly, or daily commodity prices. For this study, collected monthly 

price data for tomatoes and the state of Karnataka in India from January 2011 to December 2020. 

The subsequent step is to preprocess the price data. The performance of forecasting algorithms is 

influenced by data quality. It is critical to fine-tune the input data before beginning the prediction procedure. 

First, determine whether any particular month's pricing data is missing. If information is absent, it is filled in 

utilizing linear interpolation logic. After adding the missing pricing data, divide the data set into training and 

testing sets. Identifying outliers is crucial to increase the quality of the training data even further. Because of a 

certain reason, the price may fluctuate substantially. The pricing data set can show a quick surge or decline. To 

increase the data set's quality, the fuzzification approach was applied. Then it is required to partition the 

universe of discourse into equal portions during the fuzzification process, as stated in (3). 
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After creating the partitions, define the fuzzy set and assign each price data point from the training 

data set to one of the fuzzy sets. This is simply setting the linguistic value for the numeric price value, such as 

100 →  𝑋1 , 753 →  𝑋2 and so on. Once the fuzzy set has been constructed, identify and group the fuzzy 

relations. A set of relations for the same value may exist, and it is required to identify and classify them as 

illustrated in (19). A group can be composed of several relationships for a given value, and each of them has 

its own partitions in its discourse universe, such as: 

 

𝐺2 =  𝑋2 →  𝑋2 , 𝑋2 →  𝑋4 (19) 

 

𝐺3 =  𝑋3 →  𝑋3 , 𝑋3 →  𝑋2 , 𝑋3 →  𝑋4 (20) 

 

𝐺2 = {𝑢2 , 𝑢4} (21) 

 

𝐺3 = {𝑢2 , 𝑢3 , 𝑢4} (22) 

 

Calculate the mean value for each identified group for each detected outlier, as illustrated in (13). As an 

example: 

 

𝐴𝑣𝑔(𝐺3) = (𝐴𝑣𝑔(𝑢2) + 𝐴𝑣𝑔(𝑢3) + 𝐴𝑣𝑔(𝑢4))/3 (23) 

 

Replace the outlier value with the average value of the related fuzzy group in the final pre-processing 

step. Pre-processing and fuzzified outlier values result in tuned data in the training set. After tuning the input 

training data set, utilize it to train the predictive machine learning algorithm. Improved prediction performance 

was obtained by modifying the data set. 

 

 

 
 

Figure 1. Data fuzzification, anomaly detection, correction, and prediction process 

 

 

2.5.  Algorithm 

The proposed Algorithm 1 describes FUIDTAP in detail. In the phase 1 it will impute the missing 

data point using linear interpolation method. The second phase is the fuzzification of the price data, detect the 

outlier and correct the outliers in the data set. In the phase 3 the data with outlier corrected was used to train 

the prediction model and forecate the price. The performance of the prediction algorithm was calculated with 

mean absolute percentage error (MAPE). 

 

Algorithm 1: Fuzzified input data tuning and prediction 

Input: Price data (D) 

Output: Predicted price (P) 

begin 

Phase – 1: Find the missing price data and fill 

      for each i in D 

          if (D[i]) is empty then 

              fill the data with linear interpolation 

       end for 

Phase – 2: Fuzzification 

    n  length(D) 

    #Partition  the universe of discourse 

              U  {u1,u2,u3, …….., un} 

    #Define the fuzzy sets , X1, X2, X3, ….,Xn 

    #Associate each data with one of the fuzzy set 

        for each value in D  

            if (value) belongs to uk  then 

                associate value with Xk  where  0>k<n 

        end for 
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    #Find the fuzzy relation and group it 

    #Find the mean for each group G 

        for each value in U  

            mean(Gi)  ((mean(uk)+ mean(ul) + … + mean(ur))/s) 

               where  0>k,l,r<n , s = number of fuzzy relation. 

        end for 

    #Detect the outlier in the data set 

    #Replace the outlier with corresponding fuzzy group value 

        for each i 1 to n  

            if (D[i] is outlier  and belongs to Gi) then 

                D[i]   mean(Gi)  

        end for 

  Phase – 3: Train the prediction model with tuned data and  forecast  

        training_set   80% of D 

        testing_set   20% of D  

        fit  model(training_set) 

        predict  fit.predict(testing_set) 

    #Find the performance  

       mape = (mean (testing_set.Price – predict.Price )/ testing_set.Price)* 100  

       Forecast the price (P) 

end 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Data set 

Tomato is a vegetable or agricultural item that is consumed by the majority of Indians all year. The 

tomato pricing data from previous years was used to conduct this research. AGMARKNET [34] is used to 

collect the pricing data. To evaluate the algorithm's efficacy, we obtained monthly tomato pricing data for 

Karnataka, India's largest producing state. The price for 100 kg is in Indian Rupees (INR). We used monthly 

average price data for tomatoes from January 2011 to December 2020 that included 10 years of historical 

average prices for our analysis. The monthly average tomato price is displayed in Figure 2. 

 

 

 
 

Figure 2. Monthly average tomato price 

 

 

The aim of this was to demonstrate the need for input data tuning as well as how we might enhance 

prediction accuracy by fuzzifying outliers. The LSTM and seasonal autoregressive integrated moving average 

(SARIMA) algorithms are used to predict commodity prices for this reason. When compared to outlier 

correction with the Sliding Window model and without outlier correction, the adoption of a suggested 

algorithm, FUIDTAP, enhances the accuracy of the projected values. 
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3.2.  Long short-term memory 

LSTM is one of the widely used deep learning algorithms. This is a kind of recurrent neural network 

and gains the ability to learn long-term dependencies. LSTM can be used for univariate or multivariate time 

series prediction problems. Unlike the popular parametric models like ARIMA and SARIMA [35], there is no 

need for stationary data and forecasting performance is better compared to traditional models [36]. The LSTM 

layer consists of a set of recurrently connected memory blocks. LSTM has feedback connections and can keep 

the information for a long time. Even in the case of noise, LSTM can learn time intervals more than 1000 steps, 

with the help of efficient gradient-based algorithms. The LSTM memory block contains one or more memory 

cells and shares the same gates to reduce the parameters. The values are retained or discarded based on the 

state of the gates (1 or 0). The Figure 3 shows the LSTM cell. For the given input data 𝑥 =  𝑥1, … . , 𝑥𝑡  and the 

output calculated by network  𝑦 =  𝑦1, … . , 𝑦𝑡  then the activation function can be represented as: 

 

𝑖𝑖 = 𝜎(𝑊𝑥𝑖 𝑥𝑡 + 𝑊ℎ𝑖   ℎ𝑡−1 + 𝑊𝑐𝑖  𝑐𝑡−1 + 𝑏𝑖) (24) 

 
𝑓𝑖 = 𝜎(𝑊𝑥𝑓 𝑥𝑡 + 𝑊ℎ𝑓   ℎ𝑡−1 +  𝑊𝑐𝑓  𝑐𝑡−1 + 𝑏𝑓) (25) 

 
𝑐𝑡 = 𝑓𝑡  𝑐𝑡−1 + 𝑖𝑖  𝑡𝑎𝑛ℎ (𝑊𝑥𝑐   𝑥𝑡 + 𝑊ℎ𝑐   ℎ𝑡−1 +  𝑏𝑐) (26) 

 
𝑜𝑡 = 𝜎(𝑊𝑥𝑜 𝑥𝑡 + 𝑊ℎ𝑜  ℎ𝑡−1 + 𝑊𝑐𝑜  𝑐𝑡−1 + 𝑏𝑜) (27) 

 
𝑖𝑡 =  𝑜𝑡𝑡𝑎𝑛ℎ (𝑐𝑡) (28) 

 

where 𝝈 is logistic sigmoid function, 𝒊  is input gate, 𝒇  is forget gate, 𝒐 is output gate, 𝒄 is activation vector, 

𝑾 is weight matrices, and 𝒕𝒂𝒏𝒉 is activation function 

 

 

 
 

Figure 3. LSTM Cell 

 

 

3.3.  Sliding window model 

Outlier detection and correction are commonly performed using the sliding window model [37], [38]. 

The sliding window model requires the size of the window to be determined. The entire data set is divided into 

several windows of a specified length after the window size is defined. After detecting the outlier, it is required 

to find the window where the outlier data is located. Then replace the outlier with the window mean value. Let 

data set D be divided into N number of widows, W, of size n. 

 

𝐷 =  𝑊1, 𝑊2, … … , 𝑊𝑁 (29) 

 

𝑊𝑖 =  𝑝1, 𝑝2, … … , 𝑝𝑛 (30) 

 

Where 0 > i < n, 𝒑𝟏, 𝒑𝟐, … … , 𝒑𝒏 is price data. Let 𝒑𝒕 be an outlier belonging to a window 𝑾𝒊, then  

𝒑𝒕 = 𝑨𝒗𝒈(𝑾𝒊). Repeat the same for all outliers detected within the given dataset. Figure 4 shows a simple 

sliding window of size 3. 
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Figure 4. Sliding window 

 

 

3.4.  Data imputation 

The data imputation is one of the commonly used outlier correction methods. The mean, often known 

as the arithmetic mean, is the average of all numbers. Determine the mean value of the price data and use it to 

replace the anomaly in the outlier correction using mean technique. The middle value in a set of numbers is 

called the median. The price value of the discovered outlier is replaced with the median of the price data set 

when using the outlier correction by median approach. The number that appears the most frequently among a 

range of numbers is the mode. Imputation by mode refers to the process of substituting the mode value for the 

outlier value in a price data collection. 

 

3.5.  Model performance evaluation 

The statistical parameters such as MAPE, root mean square error (RMSE), and mean absolute error 

(MAE) were used to measure the model's performance. MAPE is a measure of how accurate a forecasting 

system is. It measures this accuracy as a percentage and can be calculated as the average absolute percent error 

for each time the actual value minus predicted values is divided by the actual value. 

 

𝑀𝐴𝑃𝐸 =
100

𝑛
∑ |𝐴𝑡 −

𝐹𝑡

𝐴𝑡

𝑛
𝑡=1 | (31) 

 

The RMSE provides the standard deviation value. The RMSE is a square root of MSE. This helps us to evaluate 

the usefulness and accuracy of the prediction model. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦 ̂𝑖)𝑛

𝑖=1  (32) 

 

The MAE provides the average residue in the given dataset. This is the mean of the absolute difference between 

the actual and expected values in the data set. 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦 ̂𝑖 − 𝑦𝑖|𝑛

𝑖=1  (33) 

 

3.5.  Prediction results 

The proposed model was used to determine the results with the historical price of commodity tomatoes 

in Karnataka state. Figure 5 provides the details of the results obtained with the different outlier correction 

models. LSTM and SARIMA was used for price prediction. The experimental results clearly indicate that the 

proposed FUIDTAP performed better than those without outlier correction and the Sliding window model. In 

the case of the sliding window model, the outlier price data is replaced with the average value of the window 

of specified size (the defined window size was 3). The performance comparison for the various models is 

shown graphically in Figure 5. 

The proposed model and commodity tomato resulted in a 37.89% MAPE compared to 43.11% with 

no outlier correction, resulting in a 5.22% improvement in prediction performance. Compared to the sliding 

window mechanism of 40.08% MAPE, a performance improvement of 2.19% achieved. Compared to outlier 

correction with mean and meadian methods, accuracy improvemt got was 1% and 7% respectively. With the 

proposed model each outlier data was considered independently and replaced by considering the relation of 

that datapoint across the different fuzzyset. Unlike mean/mode/median method outlier was not replaced with 

the single value or average value of specific window in case of sliding widow. When compared to other widely 

used methods, the prediction performance increased when the outlier value was substituted with data that was 

extremely close to the real value. 
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Figure 5. Price prediction performance 

 

 

3.6.  Performance comparison with previous research work 

The result of the proposed model was compared to one of the previous studies [22]. The author used 

SARIMA to project the price of tomatoes. The historical monthly price between January 2006 and December 

2016 was used. The same dataset was used for Karnataka and the performance comparison is presented in 

Table 1. The experimental results show that the accuracy has increased with the proposed model, compared to 

previous work (SARIMA). The comparison result is graphically displayed as shown in Figure 6. 

 

 

Table 1. Performance comparison 
 FUIDTAP SARIMA 

MAPE 29.88 36.03 

MAE 245.29 285.5 

RMSE 497.69 413.8 

 

 

 
 

Figure 6. Comparison grapic of performance 

 

 

4. CONCLUSION 

In this study, a novel FUIDTAP algorithm was proposed and that will help to identify the outlier in 

the input data and replace the same with a fuzzified value. The experimental results show that by using these 
adjusted data, the prediction performance will increase, and we will be able to get more accurate predictions 

and forecast prices. The proposed algorithm showed a 2.19% improvement in accuracy compared to the sliding 

window method, and a 5.22% improvement in accuracy compared to no outlier correction. The comparative 

study shows that with the proposed FUIDTAP, the forecast accuracy increased by 6% compared to SARIMA 
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without anomaly correction. The sensitivity analysis results suggest that the model's performance is not affected 

by forecasting horizons. The advantages of the proposed model are, improved prediction accuracy, there is no 

bias and a reduction in the data set size and it will not affect the trend. In the future, more outliers can be 

detected by utilizing other outlier detection mechanisms like one-class SVM, minimum covariance 

determinant, and local outlier factor. Impute the data using methods like adaptive multipath liner interpolation, 

can be explored. Improve prediction performance by incorporating advanced deep learning algorithms that 

consider multiple parameters such as production and weather conditions. 
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