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 This research focus on leveraging artificial intelligence (AI) to manage the 

challenges faced by non-native speakers in correcting faults and 

misconstructions in Chinese language sentences. Learners commonly 

struggle with mispronunciation, incorrect character usage, improper sentence 

structures, and grammatical mistakes. To tackle these issues, this study 

generally aims to improve and optimize AI for correcting faults in Chinese 

language for non-native speakers. This project employs long short-term 

memory (LSTM) approach based on Hanyu Shuiping Kaoshi (HSK) word 

ordering errors (WOE) dataset. The effectiveness of leveraging LSTM in 

detecting and correcting errors in Chinese language sentence have been 

demonstrated. LSTM shows the capability to be learn Chinese sentence 

structure, identify mistakes, and correct them. In summary, this research 

seeks to benefits the power of AI to provide innovative solutions for 

detecting, correcting faults and misconstructions in Chinese language 

sentences. This paper essentially useful for those who wish to learn how to 

correct their Chinese writing and enhance language proficiency among non-

native speakers. 
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1. INTRODUCTION 

The advancement of artificial intelligence (AI) has profoundly influenced various domains [1], [2] 

notably in education, where it is harnessed to augment learning methodologies. In the realm of Chinese 

language acquisition, there is an escalating demand for AI-based applications that offer tailored feedback on 

grammatical structures, sentence formation, and address the distinct challenges inherent to the language [3]. 

The Chinese language, particularly Mandarin, serves as the official language in China, Taiwan, and 

Singapore, and is recognized as one of the most challenging languages to learn due to its complex grammar, 

unique writing system, and tonal nature [4], [5]. These characteristics pose significant challenges for learners, 

often leading to difficulties in sentence formulation and grammatical errors, which can hinder language 

learning progress [3], [4]. The advent of AI has introduced transformative tools in language correction, 

utilizing natural language processing (NLP) and long short-term memory (LSTM) to detect and rectify errors 

in Chinese sentences [6], [7]. Traditional language learning methods may not provide sufficient feedback for 

personalized learning [8], but AI technology offers enhanced precision and efficacy in correcting textual 

problems [9]. AI-based language correction tools are especially beneficial for non-native speakers and 

individuals with learning difficulties, providing real-time feedback to improve writing skills. Despite the 
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potential of AI in language learning, existing tools may not be fully optimized for Chinese language 

challenges, highlighting the need for specialized tools that address grammar and sentence construction 

intricacies. 

AI integration into education has shown promise in improving students' writing skills and overall 

learning effectiveness [10]. Various AI-based approaches have been developed for correcting Chinese 

sentences, categorized into rule-based and machine learning-based methods. Recent studies underscore the 

critical role of language correction in ensuring effective communication, highlighting the transformative 

impact of AI technology in refining this process. AI-based language correction tools have significantly 

improved the accuracy and efficiency of written communication, thereby enhancing the credibility and 

professionalism of individuals and businesses alike. These AI tools have the potential to significantly elevate 

learners' proficiency in Chinese, thereby making the learning process more accessible and efficacious on a 

global scale. Nonetheless, despite these advancements, there are persisting gaps in the application of AI for 

rectifying Chinese language errors, particularly as previous investigations [11] have not extensively utilized 

specific datasets like Hanyu Shuiping Kaoshi (HSK) word ordering errors (WOE) dataset [6]. AI-driven 

mobile applications have demonstrated considerable promise in providing educational resources, especially 

during the COVID-19 pandemic [12]. Along with the crisis, the number of concern and research related to AI 

field development for the issue of unsupervised learning is likely to increase steadily. Useful example 

research conducted by [13] discovered that after applying the autoencoder (AE) method, neither correcting 

Chinese sentences nor combination of words feature are the important branch core for the Chinese language 

writing skills learning. 

However, issues related to unsupervised learning remain a challenge, underscoring the necessity for 

further research into deep learning models for language correction [14] proposed the AI approaches for 

Chinese language correction are primarily categorized into rule-based and machine learning-based 

methodologies. Rule-based approaches employ predefined grammatical and semantic-syntactic rules to 

correct errors [15], whereas machine learning-based methods, favored for their ability to learn from extensive 

datasets, encompass techniques such as support vector machines (SVM) [16], recurrent neural networks 

(RNN) [17], and convolutional neural networks (CNN)-LSTM models [18]. AI has also shown its capability 

in enhancing various facets of language proficiency, including grammar, vocabulary, and sentence structure. 

For instance, AI tools utilizing NLP techniques have been developed to provide real-time feedback on 

sentence-level errors, thereby aiding in the enhancement of Chinese writing skills [19]. Additionally, AI-

powered speech recognition systems have been employed to correct pronunciation errors, thus assisting 

learners in improving their speaking abilities [20]. The integration of AI-driven robots for assessment purposes 

has rendered learning more engaging [21], while AI has also been applied to expedite foreign language 

acquisition [22] and improve human-computer interaction (HCI) accuracy through deep learning models [23]. 

Recent progress in deep learning, particularly the employment of LSTM networks, has achieved 

notable advancements in error correction within Chinese language learning. These models exhibit superior 

capabilities in capturing contextual errors that may elude other models, thereby providing more precise 

detection of grammatical issues [24]. However, despite the success of large language models (LLM) such as 

GPT-4 in text correction tasks, challenges persist in grammatical error correction and spelling checks, 

especially when compared to smaller, specialized models [25], [26]. Future research should concentrate on 

optimizing AI models for Chinese language learning to enhance contextual error detection and improve the 

overall learning experience. 

In summary, although AI has demonstrated significant potential in advancing Chinese language 

learning through various rule-based and machine learning-based strategies, challenges remain in addressing 

contextual errors. Continued research into specialized models and further developments in AI will be crucial 

for optimizing language correction tools and enhancing educational outcomes. This paper specific objective 

is to determine the best deep architecture for Chinese language sentence correction for non-native speakers. 

Besides, this study seeks to evaluate the utilized dataset in the field of Chinese language sentence correction 

for non-native speakers and to improve sentence correction accuracy by adding more dimension of data. 

Thus, this research will focus on detecting and correcting faults or misconstructions in Chinese language 

sentences, such as incorrect word order, improper use of punctuation and incorrect usage of words. 

 

 

2. METHOD 

Our research proposes a methodology for enhancing Chinese sentence correction utilizing LSTM. 

LSTM, a variant of RNN, excels in capturing long-term dependencies [27], overcoming limitations such as 

vanishing gradients that typically challenge traditional RNN models, including gated recurrent units (GRU) 

and CNN. Its proficiency in managing sequential and contextual information renders it particularly effective 

for Chinese language correction tasks. By leveraging the strengths of LSTM networks, this methodology not 
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only addresses the syntactic and semantic nuances inherent in Chinese but also enhances the overall accuracy 

and reliability of sentence correction systems. Consequently, it presents a significant advancement in 

computational linguistics, offering a robust framework for future developments in language processing 

technologies. LSTM is a type of RNN models demonstrate significant advantages in the domain of Chinese 

language correction, particularly due to their ability to retain contextual information across long sequences 

[27]. This characteristic is crucial for identifying errors such as incorrect or missing characters by considering 

the sentence's holistic meaning and contextual information renders it particularly effective for Chinese 

language correction tasks. The model's architecture, featuring memory cells and gates, facilitates the 

regulation of information flow, thereby enhancing its ability to store and retrieve relevant data over extended 

texts. Consequently, LSTM models are highly effective in correcting Chinese sentences by maintaining 

essential context and discarding extraneous information. The methodology involves leveraging extensive 

datasets comprising correctly structured Chinese sentences and those with errors from non-native speakers. 

This training data enables LSTM models to internalize typical sentence structures and predict appropriate 

words for novel sentences, thereby identifying discrepancies by comparing them to the model's learned 

patterns. Recent advancements underscore the efficacy of LSTM models in improving grammatical error 

detection, particularly when integrated with techniques like the transformer attention mechanism, which 

augments accuracy and recall rates in grammar correction tasks. 

Another reason LSTM was chosen is by using a memory cell and a set of gates to control the 

information flow. LSTM can handle Chinese language sentence correction context by using the memory cell 

that can store and retrieve information over long sequences of Chinese character and words. It can deal with 

the sequential and contextual information of Chinese characters and words, which are essential for detecting 

and correcting errors. As LSTM reads through a sentence, it builds an understanding of the sentence’s meaning. 

For example, if it encounters a common error in Chinese, like a missing or wrong character, the LSTM can 

remember the context and suggest a correction. Besides, LSTM models excel because they remember the 

context, even with characters spaced far apart. For example, if a wrong character is used earlier in the sentence, 

the LSTM can detect it based on the overall meaning of the sentence and suggest the correct character. 

This memory cells allow LSTM to maintain important information while discarding irrelevant 

information, making them suitable for tasks that involve remembering past context and detecting and 

correcting errors. LSTM can also use special units called gates to regulate the information flow inside the 

network and preserve the memory of previous state. By training an LSTM on a large dataset of correctly 

written Chinese sentences, it learns what typical sentence structures look like. So, when given a new 

sentence, it can predict what each word should be and spot errors by comparing the actual sentence structure 

to what it expects. In simple term, LSTM network can correct sentences by learning the patterns of correct 

Chinese and spotting deviations, all while keeping track of context and structure across the sentence is the 

reason why LSTM is chosen as the method for this study. 

Overall, the adoption of LSTM models for Chinese sentence correction offers significant advantages 

in improving accuracy, recall rates, computational efficiency, and processing time. As research in this area 

continues to evolve, further advancements in LSTM-based techniques are likely to contribute to the 

development of more effective tools for language learning and NLP tasks. Focusing on LSTM models for 

Chinese sentence correction for non-native learners is advantageous due to their ability to handle character-

level representations effectively, improve grammatical error detection and correction, and enhance 

computational efficiency. These models provide a robust framework for developing tools that can aid non-

native learners in mastering Chinese with greater accuracy and efficiency. The previous research about 

Chinese language sentence correction using AI demonstrates in Table 1. However, there are still challenges 

to be addressed, such as the need for more accurate and robust NLP techniques and the need to ensure that 

AI-based tools are culturally sensitive and appropriate for Chinese language learners. From the table, we also 

can figure out that most of the recent studies utilized LSTM for their research. 
 

 

Table 1. Recent Chinese language sentence correction using artificial intelligence 
Author Year Deep architecture Dataset 

[11] 2014 Conditional random fields (CRFs) HSK WOE dataset, Google Chinese Web 5-gram corpus 

[13] 2018 LSTM NLP 
[17] 2020 Hybrid bidirectional encoder representations 

from transformers (BERT)-GRU 

NLPCC 2018 grammatical error correction (GEC) dataset 

[28] 2020 DNN NLPCC-2018 Chinese NER dataset 

[29] 2021 ON_LSTM transformer/NLP  Weibo User Generated Content 

[30] 2021 BERT-BiLSTM Seq2seq/soft-masked BERT  Wikipedia, Weibo, SIGHAN 2013, SIGHAN 2014, 

SIGHAN 2015 

[31] 2022 NLP/CRF Speech NLP, MOODLE dataset 

[32] 2020 Vision transformer, GRU+CNN, and BERT NLP 

[33] 2018 LSTM CCL Chinese Corpus, NLPTEA 14-17 CGED 
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Based on the grammatical error detection and the performance of LSTM, various previous research 

has shown that the LSTM introduced the concept of learning long-term dependencies that is crucial for 

understanding context in language sequences. Because Chinese is a complex language with intricate 

sequential grammar, so to address its unique challenges, the LSTM model was chosen for its proven ability to 

capture and retain relevant information across extended sequences, making it well-suited for grammatical 

error correction. In addressing faults and misconstructions bias, the AI model needs to handle variations in 

writing styles by using large-scale modeling [28]. Besides, by making use of knowledge graphs and adapting 

contextual understanding, researchers can handle the meaning of something by considering environment, 

background, challenges in which it exists. Moreover, a quadratic function bias term like Gaussian distribution 

based on the self-attention score to reduce the attention to the non-error part can be add on [29]. The recall 

rate of the model will improve due to the enhanced of Gaussian distribution reduces the prediction of error 

points. 

Furthermore, LSTM-based models exhibit computational efficiency through techniques such as 

prefix tree merging, which reduces the complexity of error correction tasks by streamlining the evaluation of 

candidate sentences, thus enhancing both accuracy and processing speed. This efficiency positions LSTM 

models as promising tools for real-time feedback applications. Additionally, LSTM models are adept at 

handling short- to medium-length texts, prevalent in language learning contexts, offering a computationally 

efficient alternative to transformer-based models like BERT or GPT. For non-native Chinese learners, LSTM 

models address common errors in word choice and grammar effectively. By incorporating reinforcement 

learning (RL), these models continually refine feedback based on user interactions [34], providing 

personalized suggestions that improve progressively [35]. This system offers a comprehensive solution for 

Chinese language learning, correcting mistakes while fostering a deeper understanding of language 

structures. Figure 1 shows the flowchart of constructing the model based on LSTM. 

 

 
 

 

 

 
Figure 1. Flowchart of constructing the model based on LSTM 

 

 
2.1.  Dataset preparation 

C14 HSK WOE dataset have been used for this research was adapted from [11] research. The HSK 

syllabus is based on the people’s Republic of China’s standardized test of proficiency in standard Chinese 

language for non-native speakers such as foreigners and oversea Chinese. This multi-level proficiency test 

can be used by many groups of test takers depending on their own objectives [36]. The dataset used in this 

study was collected from HSK dynamic composition corpus, which is built by Beijing Language and Culture 

University (BLCU). This corpus contains the Chinese composition articles in HSK examination can be 

accessed in an open access website (https://github.com/ntunlplab/Chinese-Word-Ordering-Errors-Detection-

and-Correction-Corpus). It contains total 8,515 sentences annotated with "word ordering errors" in HSK 

corpus. To ensure data quality, duplicate sentences and those with special format sentences were eliminated. 

WOE are manually corrected, and all HSK- provided tags were are also removed from the dataset. This 

cleaning process resulted in a refined 1,150 unique sentences stored in sent-original.txt for further analysis. 

 
2.2.  Preprocessing the data-sentence splitting and tokenizing 

Two native Chinese speakers were selected and corrected 1,150 sentences with WOE. In this step, 

the HSK WOE dataset, sourced from [11], was prepared for analysis. The dataset comprises sentences from 

Chinese language proficiency exams and is based on non-native Chinese learners' composition articles 

created by BLCU. To enhance the dataset's usability, sentences were divided into input (original) and output 

(corrected) pairs. After the initial sentence splitting, the input and output sentences were further processed. 

This involved tokenization, padding, and the conversion of sentences into numerical representations are 

indispensable procedures for LSTM input. Tokenization is particularly crucial for languages like Chinese, 

where sentences consist of characters without explicit delimiters, unlike alphabetic languages. This process 

involves decomposing sentences into individual tokens, such as characters or words, allowing the model to 

handle sequences methodically. Padding is essential for ensuring uniform input length, which is a 

prerequisite for efficient sequence processing by LSTM models. By adding placeholder tokens to shorter 

sentences, padding standardizes sentence lengths across the dataset, thereby preserving structural 

Step1:  

Dataset preparation 

Step 2:  

Preprocess the data 

Step 3:  

Building, training, testing, and validating 



Int J Artif Intell  ISSN: 2252-8938  

 

Leveraging artificial intelligence through long short-term memory … (Muhammad Afiq Che Lah) 

1803 

consistency. Additionally, numerical representation is vital as neural networks are incapable of processing 

raw text. Transforming tokens into numerical vectors enables the LSTM model to discern and learn patterns 

within the data. This conversion step is pivotal in translating language structures into a format that is 

comprehensible to machines, facilitating effective training and error correction. These processes collectively 

enhance the model's ability to analyze linguistic data, ultimately contributing to improved performance in 

NLP tasks. 

 
2.3.  Building, training, testing and validation 

The study utilized the Anaconda platform and Python libraries, notably Keras, for the development 

and evaluation of LSTM model aimed at addressing grammatical errors in Chinese sentences. The model was 

constructed to handle the preprocessed HSK WOE dataset. Key stages included optimizing hyperparameters 

such as learning rate, batch size, and LSTM units to maximize performance. Evaluation metrics were crucial: 

accuracy measured the model's overall correctness, precision evaluated the relevance of error corrections, 

recall ensured comprehensive error identification. Post-training, the model underwent rigorous testing on 

dataset segment to assess its real-world applicability. Validation involved dataset partitioning into training, 

validation, and testing subsets, supplemented by cross-validation techniques to enhance robustness and 

mitigate overfitting risks. This comprehensive approach ensured a thorough evaluation of the model's 

capabilities in detecting and correcting grammatical errors, thereby contributing to improved writing quality 

in Chinese language processing. 

 

 
3. RESULTS AND DISCUSSION 

3.1.  Findings 

The study focused on identifying the best deep learning architecture for Chinese language sentences 

correction, specifically utilizing the HSK WOE dataset [11]. By concentrating on the LSTM model, the 

research elucidates its proficiency in language correction tasks [37]. LSTM can utilize input-output pairs to 

enable the model to map incorrect sentences to their corrected forms. The training phase emphasized 

minimizing a loss function, which measures the disparity between the model's predictions and the actual 

corrected sentences. To enhance the model's robustness and prevent overfitting, techniques such as dropout 

were employed. Throughout the training process, we closely monitored loss values to gauge the model's 

learning trajectory. Notably, by the third epoch, there was a marked convergence of loss values, signifying 

the model's swift grasp of the correlation between incorrect and corrected sentences. By the fifth epoch, the 

training loss plateaued, indicating that the model had achieved optimal performance with negligible room for 

further enhancement. For evaluation purposes, the model was tested on an independent set of sentences from 

the HSK WOE dataset, ensuring these were not part of the training data. The analysis of the model's 

performance revealed the following key observations: Throughout the training phase, as shown in Figure 2, 

the loss values consistently converged. This convergence became evident at the third epoch, signifying the 

model's swift comprehension of the relationships between the input (original) and output (corrected) 

sentences. The convergence of loss values indicates the model's proficiency in minimizing errors and 

disparities between predicted and actual corrected sentences. After epoch 5 onwards, the training loss 

remains consistent which suggests that the model has reached the point where further improvements are 

minimum. 

The accuracy metrics, as shown in Figure 3, achieved in both training and testing were exceptionally 

high. The accuracy values converged at roughly 0.99 around the same epoch where the loss values stabilized. 

This demonstrates the model's exceptional ability to accurately understand and predict corrected Mandarin 

sentences, reaching a near-flawless level of correctness in its assessments. These findings emphasize the 

LSTM model's effectiveness within the realm of Mandarin language proficiency evaluation. The model's 

rapid convergence and superior accuracy levels underline its competence in distinguishing improperly written 

and corrected Mandarin sentences. This establishes it as a valuable asset for language learners and educators. 
The model's triumph in this endeavor holds the potential to enhance language proficiency evaluation and 

correction in educational and broader contexts. 

Figure 4 shows the training loss convergence occurs at a value lower than 0.5. This indicates that the 

model is learning to fit the training data quite well. A training loss lower than 0.5 typically suggests that the 

model is making relatively accurate predictions on the training data. The accuracy values for both validation 

and training operations are observed to be very high, which is close to 1.0. However, validation loss 

fluctuated from epoch 12 onwards. These fluctuations need to pay attention as the model’s performance on 

validation data is not consistently improved. 
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Figure 2. Training loss vs. epoch number 
 

 

 
 

Figure 3. Training accuracy vs. epoch number 
 

 

 
 

Figure 4. Training and validation vs. epoch number 
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The evaluation of the model’s performance is presented in Figure 5. The data obtained from the 

evaluation of the model’s performance can be improved using these 3 additional alternatives: First solution: 

using dropout. The overfitting can be reduced by adding dropout layers within the LSTM layers. This 

prevents the model from over-relying on specific connections during the training. Second solution: using 

early stopping. Early stopping can be implemented to prevent the model from training too many epochs. It 

will monitor the validation loss and stop training when it starts increasing. Early stopping callback from the 

tensor flow can be used to achieve this. Third solution: using early stopping with architecture simplification. 

The model architecture can be simplified by reducing the dimensions of the latent space. Overfitting can be 

reduced due to a smaller latent space. We can try reducing the latent_dim to 128. 
 
 

 
 

Figure 5. Evaluation of the model’s performance 
 

 

3.2.  Discussion 

Hence, based on results stated above, the significance of our study lies in the method that will 

improve language learning outcomes for Chinese language learners and provide a framework for future 

research and development of AI-based language correction tools for other languages. In addition, this study 

contributes to the development for the Chinese language teaching and learning that leverages AI technologies 

and multimedia. Furthermore, these findings in this paper further support the idea of [38] may contribute to 

improve language learning outcomes for Chinese language learners as well as providing a framework for 

future research and development of AI-based language correction tools for other languages.  

Although with the LSTM methodology efficiency, the present findings seem to be consistent with 

other research by [39], which found the complexness of Chinese language including grammar, sentence 

structure, and the Chinese characters will be going to pose challenges and limitation to identify the mistakes, 

correcting error and accuracy aspect. However, future research should be done by integrating the LSTM with 

the other AI techniques to upgrade the accuracy and efficiency of error correction in Chinese sentences. 

Besides, a further study may explore with more focus on semantic error correction by investigating methods 

to include semantic analysis into LSTM-based models for detecting and correcting errors related to meaning 

and context in Chinese sentence is therefore suggested. These results in the above section match those 

observed in earlier studies by [40], which highlight the self-regulation learning can enhance students’ 

improvement in learning Chinese language as second language by leveraging AI-based language learning. 

Meanwhile, the implications of this research can both help teachers and students. For example, one 

possible implication by leveraging LSTM-based AI model, is that the Chinese language learners can receive 

instant feedback on their writing, which contributing to faster skill development and improved language 

proficiency. Based on the findings, this study may help to increase of efficiency as same as effectiveness in 

communication by using the accurate and corrected Chinese language sentences whether in everyday context, 

academic, professional or many other situations usage, helping to make more precise and clearer exchanges. 
 

 

4. CONCLUSION 

This paper demonstrates the effectiveness of employing LSTM for detecting and correcting faults or 

errors in Chinese language sentence correction based on C14 HSK WOE datasets. This is essentially useful for 

students who wish to learn how to correct their Mandarin writing. Via sentence splitting and tokenization, the 

proposed model has been demonstrated to be able to learn the Chinese sentence structure and identify the 

mistakes in the sentence and correct them. It also significant for the non-native learner to use the data for 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 3, June 2025: 1799-1808 

1806 

constructing Chinese sentences correctly. This study offers new insights into the optimization of LSTM modules 

for Chinese sentence correction, highlighting the significant role of deep learning in tackling language proficiency 

challenges. The research underscores the efficacy of LSTM in this domain, suggesting a promising avenue for 

further exploration. These architectures could potentially enhance model performance through improved 

contextual understanding and processing efficiency. Based on the findings and for the future research, more 

datasets of Chinese sentence correction need to be explored and applied with the LSTM model to backup this 

paper HSK WOE dataset, for example using different context of non-native speaker dataset. These findings 

contribute to the development of advanced automatic language correction systems and educational tools designed 

for Mandarin learners, presenting opportunities for more personalized and accurate language learning 

experiences. The implications of this research extend to the broader field of machine learning, where continuous 

advancements in model architecture and data utilization are crucial for addressing complex language-related 

tasks. This study’s importance lies in its method to enhance the learning outcomes for Chinese language learners 

and establish a framework for AI-based language correction method. It also contributes to Chinese language 

education using AI and multimedia. Despite of the LSTM’s efficiency, the complexity of Chinese language poses 

challenges in error identification and correction. Hence, Chinese language grammar writing, and sentence 

correction skills can regulate the student proficiency levels with the support and leveraging AI for correcting 

faults in Chinese language sentences. This research also benefits not only educators by contributing and 

improving teaching writing sentences skills, but also may improve the students of Chinese language proficiency. 

Finally, it also helps to increase the proficiency levels that can indicate decreased mistakes in the sentences. 
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