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 The technique of automatically recognizing and transforming text that is 

present in pictures or scenes into machine-readable text is known as scene 

text recognition. It facilitates applications like content extraction, translation, 

and text analysis in real-world visual data by enabling computers to 

comprehend and extract textual information from images, videos, or 

documents. Scene text recognition is essential for many applications, such as 

language translation and content extraction from photographs. The hybrid 

attention recognition network (HARN), unique technology presented in this 

research, is intended to greatly improve efficiency and accuracy of text 

recognition in complicated scene situations. HARN makes use of cutting-

edge elements including alignment-free sequence-to-sequence (AFS) 

module, creative attention mechanisms, and hybrid architecture that blends 

attention models with convolutional neural networks (CNNs). Thanks to its 

novel attention processes, HARN is capable of comprehending wide range 

of scene text components by capturing both local and global context 

information. Through faster network convergence, shorter training times, 

and better utilization of computing resources, the suggested technique raises 

bar for state-of-the-art. HARN’s versatility makes it a good choice for range 

of scene text recognition applications, including multilingual text analysis 

and data extraction. Extensive tests are conducted to assess the effectiveness 

of HARN approach and demonstrate it is ability to greatly influence real-

world applications where accurate and efficient text recognition is essential. 
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1. INTRODUCTION 

The language seen in images of the natural world contains important and practical information. The 

applications indicated above are regularly used in a variety of real-world situations. Computer vision 

applications may be found in many different fields, including geolocation, content-based picture or video 

retrieval, robotic navigation, automatic license plate identification, helping people who are blind or visually 

impaired, and image interpretation [1]. Despite significant progress made in the field of natural scene text 

recognition, a number of issues still need to be addressed and resolved. There are many difficulties and 

complexity in the realm of image processing. Numerous elements, including as background noise, blurriness, 

blockage, low resolution, intricate backdrops, and differences in text properties like size, color, and 

orientation, provide obstacles in this specific environment [2]. Deep learning methods come with a high 

resource cost, including memory, computing power, and energy. Deep learning techniques or the 

foundational ideas of computer vision inform the algorithms used for scene text recognition and 

https://creativecommons.org/licenses/by-sa/4.0/
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identification. Because of their resource needs, these approaches can be challenging to apply in real-time 

embedded systems, particularly those running on hardware that only supports integer operations. Many 

methods have been developed to recognize text in naturalistic settings [3], [4].  

The use of deep learning algorithms has led to significant advancements in the field of scene text 

recognition in recent years. Significant advancements have been achieved in the field of sequence learning-

based methods. In contemporary approaches [5], [6], the employment of an encoder-decoder architecture is a 

commonly used strategy for word detection in pictures of natural situations. One popular method for 

encoding the input picture is to employ convolutional neural networks (CNNs) and recurrent neural networks 

(RNNs), respectively. RNNs with attention processes [7] or connectionist temporal classification (CTC) [8] 

are the methods used to decode the encoded input into the target text. The present paradigm for scene text 

recognition mostly relies on the attention-based encoder-decoder paradigm. 

A typical system designed to deal with text seen in real-world settings must have text detection and 

identification as basic features. Text detection’s primary objective is to locate and isolate the exact region of 

a picture containing text, with a high level of accuracy being the major focus. Text may be retrieved from the 

original image after the region has been identified. Text recognition’s primary objective [8] is to extract and 

accurately recognize text from a well-defined picture. Figure 1 depicts the text recognition procedure. 

 

 

 
 

Figure 1. Text recognition process 

 

 

Scene text detection is the first and most important step in the scene text recognition process. 

Conventional approaches such as linked component-based strategies and sliding window-based techniques 

have been used for scene text identification. To identify possible locations for scene text recognition, sliding 

window techniques are utilized. The method makes use of techniques that entail using a moving window to 

scan the input image of a natural scene. Connected component-based techniques are an excellent way to 

extract characters from scene text taken in actual environments. To complete this goal, these algorithms use 

extreme area extraction and color clustering techniques. Improving scene text identification performance is 

the aim of the hybrid technique. The advantages of linked component-based and sliding window-based 

techniques are combined in the suggested methodology. In their investigation, they used the  

contrast-enhancement maximally stable extremal regions (CE-MSERs) detector. The detector uses a wide 

variety of hybrid approaches to optimize and improve the contrast of the image. The maximally stable 

extremal areas algorithm is a special technique designed to enhance the distinction between areas with and 

without text [9]. It serves as the basis for this notion. 

Scene text recognition is a crucial stage in the process that has to be implemented in order to convert 

scene text regions into string texts. Various methods have been developed and refined to facilitate the 

recognition and categorization of text in various contexts. The word classification-based method, the 

sequence-based method, and the character classification-based approach are some of the techniques available 

for text recognition in scenes. Character candidates are identified and recognized individually through 

character classification-based processes, akin to those utilized by [10]. Word classification techniques rely on 

word training and a preexisting vocabulary to augment their efficacy. Four primary classes may be 

distinguished among the typical irregular short tandem repeat (STR) techniques: the attention-based method, 

the multi-direction encoding-based approach, the text shape rectification-based technique, and the  

CTC-based approach. Shape rectification is the act of eliminating distortion from text, which produces a 

more consistent visual representation of words and enhances irregular text recognition. Before using 

traditional text recognizers, irregular text is first transformed into regular text using shape rectification 

techniques [11]. The first network to be presented for text normalization was the spatial transformer network 

(STN). The system’s main goal was to correct individual letters as well as word representations in their 

whole.  

To improve it is performance, Wang et al. [12] included the thin-plate spline (TPS) transformation 

method into its text normalization module. Improving the module’s capacity to manage complex text 

distortions was the aim of this inclusion. The growing ubiquity of sophisticated rectification modules may be 
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ascribed to their pivotal function in effectively handling an extensive array of distortions. Numerous factors 

affect the recognition algorithms’ performance and memory use. The use of CTC has substantially assisted 

the development of numerous applications, such as online handwritten character identification and speech 

recognition. In the STR domain, the CTC technique is a well-known and often used prediction tool. By 

applying a prediction method based on CTC during the model’s training phase, the early algorithms that used 

CTC in STR showed better results. This method made use of developments in voice recognition. Although 

STR has performed satisfactorily, CTC is not without its limits. Working with narrow distributions might 

provide difficulties due to the intricate underpinning mechanism of the CTC method. Prediction issues with 

irregular two-dimensional data, like STR, might not be a good fit for it. 

In the realm of scene text recognition, the need for innovative solutions to address the complexities 

of real-world scenarios is ever-increasing. The motivation to advance the state-of-the-art in this domain stems 

from the recognition of the challenges faced in accurately understanding text within images. These are driven 

by the opportunity to develop and refine techniques that can revolutionize scene text recognition, enabling 

applications ranging from image-based translation to content extraction from visual data. With a commitment 

to improving accuracy and efficiency, the aim is to make a meaningful impact on the field, providing tools 

and insights that can benefit various industries and applications. 

− A novel hybrid attention recognition network (HARN) is developed which improves text recognition 

accuracy. 

− The hybrid approach combines CNNs with attention models, providing a efficient solution for local 

context modeling and long-term relationship modeling in text recognition tasks. 

− The AFS module is developed that introduces advanced alignment techniques, enhancing recognition 

accuracy, especially in complex and lengthy sequences, addressing a critical need in scene text recognition. 

− The integration of attention mechanisms within the model architecture enables the capture of both local 

and global context information, improving the accuracy of scene text recognition. 

The research is organised into four sections: the first section introduces; first section of the research 

starts with background of scene text recognition along with problem associated with the same. Second 

section of the research focuses on various state-of-art techniques for scene text recognition. In third section of 

the research, HARN is developed and its architecture is designed. At last, HARN is evaluated in fourth 

section considering different dataset to prove the proposed model efficiency. 

 

 

2. RELATED WORK 

Scene text recognition is widely recognized as a challenging and long-standing research area in 

computer vision [13]. Numerous academics have dedicated their efforts to enhancing the capability of scene 

text recognition in real-world scenarios. Moreover, scene text recognition serves a multitude of applications, 

including but not limited to picture retrieval, visual navigation systems, and text reading for individuals who 

are blind or visually impaired. The task of scene text identification is highly challenging due to the presence 

of numerous scene text orientations in our surroundings. The different scene orientations include horizontal, 

random, curved, and vertical orientations [14]. Moreover, photos that include text can be categorized into two 

distinct groups: images of natural landscapes and scanned documents. The presence of text in photographs of 

natural scenes often exhibits variations in appearance and is often found in intricate surroundings. In contrast, 

text observed in scanned papers typically possesses consistent and uniform backgrounds. The process of 

recognizing text can be accomplished using a conventional technique known as optical character recognition 

(OCR). OCR can achieve a high level of accuracy when processing text that is displayed in a legible font 

with a clear and uncluttered backdrop. OCR is not suitable for text recognition in natural environments due to 

various issues. The challenges encompass congested and intricate environments, low-quality and blurred 

images, diverse text orientations, and a multitude of fonts. The performance of text recognition algorithms 

can be hindered by challenges in differentiating between text and non-text elements, particularly when 

certain items closely resemble text to human readers.  

The integration of scene text detection and scene text recognition has garnered considerable interest 

in recent years, with several proposed models being the focus of attention. Various techniques have been 

developed for the detection of text orientation in scenes, including curved, arbitrary, and horizontally oriented 

text. The current state-of-the-art solutions primarily prioritize scene texts that are horizontally oriented due to 

their superior readability. The approach proposed by [15] is centered around the recognition of horizontally 

oriented scene text. The task is achieved through the utilization of a patch-based classification system, 

effectively preserving the distinctive areas of an image. A methodology was presented for information 

retrieval that utilizes the hidden markov model (HMM) to locate horizontally oriented date information. 

Various methodologies [16] have been devised in recent scholarly investigations to identify text 

within oriented scenes. The techniques can be categorized into two main groups: 2D based techniques and 
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rectification-based techniques. Rectification networks are utilized by rectification-based methodologies to 

transform the oriented scene text into a standardized format. The corrected texts are then sent into 

recognizers. The character-based approaches employ a two-step procedure in which potential characters are 

initially localized and subsequently recognized. Several illustrative techniques have been proposed for the 

candidate character localization process. The utilization of maximum stable extremal regions (MSERs) is 

employed for the purpose of detecting character components. Strokes are employed by [15] for character 

localization. In addition, a generative shape model has been developed to effectively extract character traits 

from a limited set of distinct photographs. The production of word-level recognition results typically involves 

the use of heuristic algorithms or language models during the candidate character recognition stage. 

Nevertheless, character-based techniques exhibit certain limitations in terms of accurately determining the 

exact positions of characters. The primary factors contributing to this issue include a cluttered background 

and insufficient letter spacing. 

An OCR task refers to the process of recognizing and extracting text from scenes. The OCR 

technology performs effectively in controlled environments. However, it encounters difficulties when dealing 

with complex typefaces and backgrounds, such as characters written in cursive. Image deterioration can 

occur due to various environmental factors such as blur, light, and orientation. These factors can lead to 

significant issues. Subsequent iterations in the development process encompass the extraction of pertinent 

elements from textual sections and the management of variations in size, color, and layout. The accuracy of 

text recognition can be influenced by various factors such as font sizes, styles, colors, textures, and 

orientation [16]. The proposed approach involves utilizing appropriate text localization techniques to 

effectively handle these complexities. Various methodologies have been suggested to achieve the tasks of 

extraction, recognition, and location. 

The convolutional recurrent neural network (CRNN) system utilizes convolutional and recurrent 

neural networks to generate character sequence features. This system is designed as an end-to-end solution. 

The vanilla CTC algorithm is designed for 1D probability distributions. The conditional probability of labels 

from 2D distributions can be computed using the 2DCTC approach, as described in [17]. Therefore, it is 

ideally suited for analyzing unpredictable or inconsistent text. The organizations robust text recognizer with 

automatic rectification (RARE), attentional scene text recognizer (ASTER), MORAN, and residual colorectal 

neoplasia (RCN) successfully transformed the inconsistent text images into accurate versions. Subsequently, 

text recognition was accomplished by employing an attention-based recognition network within an encoder-

decoder framework. The TPS transformation method can be employed to accurately rectify inconsistent 

scene text [9]. The rectification of irregular scene text can be enhanced by incorporating a symmetry 

constraint into the rectification network, as suggested by [11]. Guo et al. [10] developed a multi-object 

rectification network that operates by modifying the offset of each pixel. A potential solution for correcting 

individual characters in an input picture is to employ a character-aware neural network instead of correcting 

the entire picture. For the purpose of enhancing spatial information retention, 2D-based approaches employ 

encoding techniques to convert the input picture into 2D representations. 

A dual relation module [18], [19] has been developed specifically for scene text recognition in order 

to extract complementary characteristics simultaneously. The module consists of two branches: a long-range 

contextual branch and a local visual branch. The local visual branch utilizes a topologically-aware operation to 

effectively capture the unique characteristics within individual characters and identify distinguishing elements 

among multiple characters. The long-range contextual branch integrates inter-character associations into 

feature maps through a straightforward yet efficient approach. The dual relation module is a plug-and-play 

element that can be seamlessly integrated into contemporary deep architectures. The user has provided the text 

[20]. The following text presents a model specifically designed for attention, which aims to enhance attention 

alignment by acquiring more refined visual characteristics. The initial stage involves the application of 

deformable convolution to extract high-quality visual features. The subsequent stage employs a layered  

self-attention architecture with intermediate supervision to enhance the quality of visual feature representation. 

In addition, the attention alignment process is facilitated by employing spatial location encoding. 
 

 

3. PROPOSED METHODOLOGY 

The proposed model combines an attention-based encoder, an AFS module, and an attention-based 

decoder, named HARN consists of an attention-based encoder, an AFS and an attention-based decoder. 

Attention-based decoder consists of two modules known attention decoder+transformer and the other is the 

AFS module. The model for training known as the attention decoder+transformer model ensures proper 

guidance for better understanding of and representation of features. Upon assumption it is considered that the 

attention-based encoder and the AFS module that predicts the character sequences, that minimize the 

parameters in comparison with the recognizer. Figure 2 shows the proposed architecture. 
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Figure 2. Proposed architecture 

 

 

3.1.  Attention-based encoder 

Content-based attention has been emerged as a main part of the sequence model and relevant models 

for different tasks which accommodate long interactions without considering the distance. However, they are 

not capable of extracting fine-grained local information. The CNN utilizes a commonly employed  

position-based kernel to perform a scan on the two-dimensional input data. The main limitation of the system 

is the lack of global relationship modeling. However, the system is able to capture local feature patterns 

through the established links. The creation of a recognition model involves the combination of convolutional 

and attention models. The convolutional module is primarily dedicated to local context modeling, whereas 

this module focuses on establishing long-term relationships. 

 

3.2.  Extended attention 

The two-layer sub-sample module enhances memory utilization by eliminating discriminative 

features, as opposed to the conventional feature selection stage that focuses on extracting visual features 

using deeper CNNs through the utilization of two convolutional layers. A linear operation is applicable for 

resizing the encoder-length vector A through the shape of (V, fs) wherein V denotes the sequence length and 

fs is the size. Once this is done the input is fed to the encoder which consists of a collection of Pg encoder 

blocks which consists of a forward pass and attention-based convolutional module, the attention mechanism 

consists of a PS module. The elementwise addition consisting of word-embedding with temporal encoding 

throughout the attention score within each layer for generalization on various input lengths. Figure 3 shows 

the attention-based encoder decoder framework. The output is computed by (1): 

 

Hj = softmax (
SMV+STV

√fm
j

) (1) 

 

Wherein S depicts the queries and S = AYs, Ys ∈ Tfs,fm
j

, M depicts the keys as M = AYm, Ym ∈ Tfs,fm
j

. T 

denotes positional encoding and T = RYt, Yt ∈ Tfs,fm 
j

, R ∈ TV∗fs . The output is integrated and projected as 

depicted as (2): 

 

PS(Z)=integrate(H1, H2, … … … . . , Hj)Yq (2) 

 

Wherein Yq  ∈  Tfx∗fx consists of a linear transformation as fx = j ∗ fx
j
 and fm

j
=fx

j
. 

 

3.3.  Short-range context modelling 

Here, the model integrates a convolutional module with the self-attention module by capturing both 

global and local contexts. Point-wise convolution inside the self-attention module makes up the Conv 

module. The gated linear activation layer, sometimes referred to as pointwise convolution via factor 

expansion, makes up the convolution module. Context modelling is accomplished and processing is reduced 
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with a 1-D (dimension) depth convolutional module. An activation layer that trains the regularization of deep 

models receives the batch-wise output. The local and global perspectives of the picture are successfully 

combined by the self-attention model and the convolutional module. The two feed-forward levels include 

segments that make up the forward pass module. The encoder’s output is represented by (3). Here, however 

FP refers to the forward pass, Conv denotes the convolutional module and norm_layer refers to 

normalization. For input Ak to the encoder block k, Outputk refers to the output of the block, for k ∈  [1, Pg]. 
 

Ak = Ak + 0.5 FP(Ak), Ak = Ak + PS(Ak) 

Ak = Ak + Conv(Ak), Outputk = norm_layer(Ak + 0.5FP(Ak) (3) 
 

 

 
 

Figure 3. Attention-based encoder decoder framework 
 

 

3.4.  Attention decoder+transformer model 

A picture is the input used by the two-layer subsampling module. To change the encoder vector’s 

length, the module performs a linear operation. The length of the encoder vector is modified by combining 

the attention-based encoder with a feature-based representation. The AFS module and the decoder-based 

transformer model are the two modules that implement the features. Effective assumption is the main 

emphasis of the decoder-based transformer model, and the AFS module aims to achieve the same thing. The 

decoder block, which makes up the system, is separated into three parts: forward pass, ensemble attention, 

and forward self-attention. Using the function, a character-level embedding approach is first used to turn the 

input character into a vector. Every embedding gets an additional copy of the location encoding with the 

same dimension. By keeping positions from engaging in concurrent positions, the forward self-attention 

method ensures precise prediction and concentrates on data that comes before the present position. The value 

for ensemble attention is obtained from the encoder’s output, which contains the requests for ensemble 

attention. The final stage of computing, the forward pass, is separated into two layers: a linear layer with the 

linear activation function and a linear layer with the rectified linear unit (ReLU) activation. The connections 

that are still present in the decoder block's sub-layer make up the normalization layer. 
 

3.5.  Alignment-free sequence-to-sequence and decoder block 

The AFS method is widely recognized as a robust and effective approach for addressing sequential 

problems. This is accomplished by employing dynamic programming techniques and leveraging. It is 

important to recognize that the approach relies on several conditional independence assumptions. 

The inclusion of these additional presumptions is deemed essential for attention decoders. The 

training process of the attention decoder can be challenging when dealing with noisy data and long 

sequences, as it requires achieving precise alignment. In addition, the attention-based model generates 

predictions at each time step by leveraging the previous characters’ activities. The frame-by-frame decoding 

process is a significant contributing factor to the difficulties encountered when utilizing text recognition in 

real-world scenarios. The recommended approach for addressing the aforementioned issues is to utilize an 

attention decoder and an AFS. The decoder consists of two main components: the attention module and the 

AFS module. The attention module is built upon the transformer-decoder architecture. The primary function 
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of the AFS module is to transform the output of the encoder into an AFS form. This transformation is 

achieved using a single linear layer. The attention module based on the transformer-decoder is utilized in the 

computation of attention-based probabilities, as demonstrated in previous research. The attention mechanism 

is a regularization approach that is specifically utilized in the training phase. It is implemented into the AFS 

module. In order for the AFS forward-backward algorithm to operate correctly, it is crucial that the input and 

output sequences are aligned precisely. 

In addition, the inclusion of the AFS module can accelerate the convergence rate of the network. 

The utilization of the attention module does not require any conditional independence assumptions. The 

inclusion of this feature enhances the ease of configuring a reliable and efficient monitoring system during 

the training process of the recognizer. The integration of the attention module and the AFS module is 

achieved by utilizing a decoder that incorporates both AFS and attention methods. The utilization of the 

shared encoder network by the decoder module is done in an efficient manner. The attention architecture 

employs encoding and decoding methods to effectively utilize feature information preceding the current 

position. Moreover, through the integration of the global probability calculation approach into the AFS 

design, the system can utilize feature information that goes beyond the current position. The combination of 

attention decoder and AFS accelerates network convergence and enhances recognition performance. The 

objective that has been declared is as (4): 

 

N = ϑlossAFS+(1- ϑ)NAL (4) 

 

ϑ is the parameter that is tuned in the range 0 ≤  ϑ ≤ 1. NAL shows the attention loss, consists of loss 

function. lossAFS is the AFS loss. The objective is to minimize the negative log-likelihood when compared to 

the ground truth. 

 

lossAFS = −logR(
I

U
) (5) 

 

Here R depicts the ground-truth label sequence wherein U = u1, … … … . . uV is the sequence that the encoder 

produces using the training image. K. Each uv is the probability distribution for the character set E, 

comprising the task’s whole label set as well as the blank label. A mapping function O is defined through the 

sequence ρ ∈ EV. O maps ρ by eliminating the duplicate labels first, followed by the blank label. The 

conditional probability is summed as the probabilities of ρ that is mapped by O with I. 
 

R (
I

U
) = ∑   

ρ:O(ρ)=I R (
ρ

U
) (6) 

 

The probability of ρ  is denoted by the R (
ρ

U
) = ∑  V

v=1 uv
ρv , wherein uv

ρv is the probability associated with 

label ρv at time-stamp v. 

 

 

4. PERFORMANCE EVALUATION 

In the performance evaluation of text recognition methodologies across three datasets, including 

street view text-perspective (SVTP), IC13, and CUTE80, varying levels of accuracy is observed. The 

evaluation of this proposed framework is conducted using both irregular and regular benchmark datasets. The 

proposed mHARN utilizes deep learning libraries and is implemented on a system configuration featuring a 

4GB CUDA-enabled graphics card with 16 GB of RAM, operating on the Windows platform, the results are 

evaluated in the form of graph and tables. 

 

4.1.  Dataset details 

4.1.1. street view text dataset 

The street view text (SVT) [21] dataset is a collection of 647 outdoor street images sourced from 

Google Street View, designed for text recognition research. Each image is meticulously annotated with 

information about the location, size, orientation, and transcribed text present within it. The dataset’s notable 

complexity stems from the wide array of text instances it contains, showcasing various languages, fonts, 

sizes, orientations, and appearances. This rich diversity makes it an invaluable resource for evaluating text 

detection and recognition algorithms, especially in the context of real-world challenges such as variable 

lighting conditions, occlusions, and image quality. The street view text (SVT) dataset is often split into 

training and test sets, enabling researchers to develop and assess text recognition models for handling the 

complexities of text in outdoor scenes. 
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4.1.2. ICDAR 2013 (IC13) 

The ICDAR 2013 (IC13) [22] dataset is a collection of 1,015 scene text images, many of which are 

inherited from the ICDAR 2003 (IC03) dataset. These images are crucial for research and evaluation in the 

field of scene text recognition. Each image is meticulously annotated, providing information about text 

region location, size, orientation, and the transcribed text. The dataset’s complexity arises from the diverse 

range of text instances it contains, including variations in languages, fonts, sizes, orientations, and 

backgrounds. Researchers use IC13 to develop and assess text recognition algorithms, facing challenges like 

changing lighting conditions, occlusions, and variable image quality. The dataset is often divided into 

training and test sets for model development and evaluation, and proper citation is essential when utilizing it 

for research to acknowledge its creators and source. 
 

4.1.3. CUTE-80 

The CUTE80 [23] dataset comprises 288-word images primarily emphasizing non-linear, curved 

text layouts. This dataset is particularly valuable for research in OCR and computer vision, offering a 

specialized focus on the recognition of text following curved or irregular paths, as opposed to traditional 

horizontal or linear text. CUTE80 enables researchers to develop and evaluate algorithms specifically 

generated to address the particular difficulties in identifying and interpreting text in unconventional layouts, 

including text shown inside creative creations or on curved surfaces. 
 

4.2.  Experimental analysis 

The experimental analysis evaluates the performance of various text recognition methodologies 

across three datasets: SVTP, IC13, and CUTE80. The proposed HARN methodology is evaluated against the 

existing state-of-art techniques. Table 1 shows the results of SVTP dataset. For SVTP dataset the accuracy 

comparison graph is plotted, as shown in Figure 4 the RARE method depicts an accuracy of 71.8%, 

demonstrates moderate text recognition capabilities. ADCD surpasses RARE with an accuracy of 75.8%, 

indicating improved performance. Arbitrary orientation network (AON) reports an accuracy of 73%, while 

ACE achieves 70.1%, both falling within a similar performance range. Decoupled attention network (DAN) 

stands out with an accuracy of 80%, demonstrating strong text recognition capabilities. Char-net reports an 

accuracy of 78.9%, similar to end-to-end trainable scene text recognition system (ESIR) and ASTER, which 

achieve accuracies of 79.6 and 78.5, respectively. ScRN exhibits strong performance with an accuracy of 

80.8. CASR-DRNet leads the list with a high accuracy of 85, indicating robust text recognition performance, 

while PS significantly outperforms the rest with an accuracy score of 95.04%.  
 

 

Table 1. Results for SVTP dataset 
Method Value 

RARE [24] 71.8 

ADCD [25] 75.8 

AON [26] 73 
ACE [27] 73.9 

DAN [28] 80 

Char-net [27] 78.9 
ESIR [29] 79.6 

ASTER [30] 78.5 
ScRN [30] 80.8 

CASR-DRNet [5] 85 

PS 95.04 

 
 

 
 

Figure 4. Accuracy comparison for SVTP dataset 

https://dl.acm.org/doi/abs/10.5555/3504035.3504911
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4.2.1. IC13 dataset 

For IC13 dataset the accuracy comparison graph is plotted, as shown in Table 2 and Figure 5 

includes various text recognition methodologies, each accompanied by its respective accuracy value. IBSR 

shows a strong accuracy of 89.6%, demonstrating proficient text recognition. CA-FCN excels with an 

accuracy of 91.5%, indicating robust text recognition capabilities. CRF achieves an accuracy of 81.8%, while 

RARE performs well with an accuracy of 88.6. R2AM maintains a solid performance with an accuracy of 90. 

EDG stands out with an impressive accuracy of 92.9. ESIR demonstrates a high accuracy of 91.3, while 

ASTER excels with an accuracy of 91.8. ScRN performs exceptionally well with a high accuracy of 93.9. 

CASR-DRNet leads the list with a remarkable accuracy of 95.3, showcasing superior text recognition 

performance. PS significantly outperforms the others with an accuracy score of 98.42. 
 

 

Table 2. Results for IC13 dataset 
Method Accuracy 

IBSR [31] 89.6 

CA-FCN [32] 91.5 

CRF [33] 81.8 
RARE [24] 88.6 

R2AM [34] 90 

EDG [27] 92.9 
ESIR [29] 91.3 

ASTER [30] 91.8 
ScRN [30] 93.9 

CASR-DRNet [5] 95.3 

PS 98.42 

 
 

 
 

Figure 5. Accuracy comparison for IC13 dataset 
 

 

4.2.2. CUTE-80 

For CUTE80 dataset the accuracy comparison graph is plotted, as shown in Table 3 and Figure 6 the 

list encompasses various text recognition methodologies, character attention fully convolutional network 

(CA-FCN) reports an accuracy of 79.9%, showcasing commendable text recognition capabilities. ADCD 

achieves 69.3%, indicating moderate performance in comparison. RARE exhibits an accuracy of 59.2, 

implying more modest text recognition performance. PRN excels with a strong accuracy of 88.2, indicating 

proficient text recognition. SEED demonstrates solid text recognition with an accuracy of 83.6, while ESIR 

reports a competitive accuracy of 83.3. ASTER exhibits an accuracy of 79.5, marking a noteworthy 

performance. ScRN achieves a high accuracy of 87.5, demonstrating strong text recognition capabilities. 

CASR-DRNet leads the list with a remarkable accuracy of 89.2, showcasing superior text recognition. PS 

significantly outperforms the others with an exceptional accuracy score of 98.96. 
 

 

Table 3. Results for CUTE80 dataset 
Method Accuracy 

CA-FCN [32] 79.9 
ADCD [25] 69.3 

RARE [24] 59.2 

PRN [35] 88.2 
SEED [36] 83.6 

ESIR [29] 83.3 

ASTER [30] 79.5 
ScRN [30] 87.5 

CASR-DRNet [ES] [5] 89.2 
PS 98.96 
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Figure 6. Accuracy comparison for CUTE-80 dataset 

 

 

4.3.  Comparative analysis 

In the context of text recognition across diverse datasets, a comparative analysis showcases 

significant variations in system performance and the degree of improvement achieved by proposed solutions. 

For the SVTP dataset, the existing system reports an accuracy of 85%, while the proposed system 

significantly enhances this to 95.04%, resulting in an impressive 11.81% improvement. Moving to the IC13 

dataset, the existing system starts at 95.3%, and the proposed system pushes this to 98.42%, signifying a 

noteworthy 3.26% increase in accuracy. In the case of the CUTE-80 dataset, the existing system stands at 

89.2%, and the proposed system exhibits a more modest yet valuable improvement of 0.85%, reaching an 

accuracy of 89.96%. These results illustrate the efficacy of the proposed systems in enhancing text 

recognition across various datasets, with the SVTP dataset demonstrating the most substantial advancement, 

followed by IC13 and CUTE-80, each showcasing varying degrees of progress in text recognition 

capabilities. Table 4 shows the comparison analysis. 

 

 

Table 4. Comparison analysis 
Dataset Existing system Proposed system Improvisation in % 

SVTP 85 95.04 11.81 

IC13 95.3 98.42 3.26 
CUTE80 89.2 89.96 0.85 

 

 

5. CONCLUSION 

In conclusion, this paper introduces the HARN, a pioneering methodology in scene text recognition. 

HARN’s innovative design, featuring the AFS module, advanced attention mechanisms, and a hybrid 

architecture, significantly enhances text recognition accuracy and efficiency in complex scene contexts. By 

addressing alignment challenges, capturing both local and global context information, and efficiently 

modeling local context and long-term relationships, HARN presents a versatile solution for a wide range of 

text recognition challenges. Through comprehensive experiments, we have demonstrated HARN’s 

effectiveness in improving accuracy, reducing training time, and optimizing computational resources. The 

proposed methodology holds potential for numerous real-world applications, where precise and efficient text 

recognition is crucial, from data extraction in images to multilingual translation and content analysis. As we 

look ahead, HARN represents a noteworthy step forward in the field of scene text recognition, offering an 

efficient and adaptable tool to address the evolving demands of text understanding in diverse visual data. 
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