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 Wildfires are untamable and devastating forces that impact both urban and 

rural regions. While predicting wildfires is challenging, efforts are made to 

mitigate the damage they inflict. The previous researches have limitations 

such as not being able to find a small region of fire in the dataset. In this 

research, pairwise region-based convolutional neural network (PR-CNN) is 

proposed for wildfire detection. The dataset used for wildfire detection is the 

fire luminosity airborne-based machine learning evaluation (FLAME) dataset 

that is pre-processed through normalization and hue, saturation, and lightness 

(HSV) color space to improve the image quality. Pre-processed images are 

taken as input to region-based convolutional neural network (R-CNN) for 

detection, the R-CNN has a region proposal layer that is enhanced by pairwise 

region and named PR-CNN. These wrapped images are fed into CNN 

architecture to extract and features to detect wildfire. Additionally, post-

processing technique like soft-non-maximum suppression (NMS) is utilized 

to eliminate the duplicate detection from PR-CNN for enhancing the detection 

accuracy. The proposed method achieves a higher accuracy of 97.44%, a 

precision of 97.32%, recall of 97.31%, and f1-score of 96.67%, which is 

comparatively superior to the existing algorithms like recurrent neural 

network (RNN), and R-CNN.  
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1. INTRODUCTION  

Wildfire is one of the most critical and highly spread natural disasters globally that leads to high 

environmental and economic loss in forest resources and human society [1]. Wildfires spread quickly and is 

hard to control, causing damage to surroundings, humans, and resources [2]. Due to the escalating frequency 

of wildfires attributed to climate change, management grapples with substantial annual expenses [3]. Wildfires 

occur worldwide, with forest fires posing a considerable risk and the potential for extensive destruction that 

impacts social and economic progress [4]. Unlike other types of fires, forest fires inflict significant damage 

due to their unique environmental context [5]. In an open environment and with enough oxygen, fires are much 

more likely to start and spread in forests, leading to serious safety risks and economic loss [6]. Early fire 

detection is an efficient way to minimize harmful forest fires. Hence, experiments on early forest fire detection 

and warning attract wide attention [7]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The wildfire detection techniques are classified into three types namely, sensor detection methods, 

image processing techniques, and object detection techniques [8], [9]. Fire alarm sensors like temperature, 

optical, infrared and gas sensors attain superior performance, however, their high coverage of cost and 

vulnerability to exterior factors like wind and ambient temperature, limit their use in external environments 

[10], [11]. Image processing techniques are utilized to detect fires by manually choosing the fire features [12]. 

Even though those techniques are hugely utilized, they extract simple features and lack scalability, making 

them insufficient in critical wildfire detection scenes [13], [14]. The manual choosing of every fire feature 

demands more time and expertise, limiting its practical application in the detection of wildfire [15], [16]. 

Wang et al. [17] implemented a reduce VGGnet for wildfire image classification and optimized 

convolutional neural network (CNN) for wildfire detection using fire luminosity airborne-based machine 

learning evaluation (FLAME) dataset. The implemented method is divided into two stages where, reduce 

VGGnet was utilized for wildlife image classification, and optimized CNN method was utilized for wildlife 

detection through the integration of temporal and spatial features. In the implemented method, method causes 

more convergence, and the convergence speed of method was faster. Even then, the method had complexity of 

noise data like smoke and clouds. 

Zhang et al. [18] introduced an FBC-Anet structure that combined the boundary enhancement and 

context-aware modules for lightweight encoder-decoder method for wildfire detection using the FLAME 

dataset. The introduced method extracted deep semantic features from the dataset and improved the shallow 

edge features. The method utilized Xception network to the encoder for extracting features in various scales 

from the dataset. Then, by transferring the extracted features by confidentiality, integrity, and availability (CIA) 

module, the method’s featuring learning capacity for fire pixels was improved and made feature extraction 

much robust. The introduced method combined a decoder with a boundary enhancement module (BEM) 

mechanism to improve shallow edge feature extraction. The introduced method found a little fire areas, and 

the complexity of the background segmented more accurately. Even then, the introduced technique was not 

directly applied to the unmanned aerial vehicle (UAV) images. 

Zhang et al. [19] developed an fine tuning depth on residual network 50 (FT-ResNet 50) method based 

on transfer learning for wildfire detection in the FLAME dataset. The developed method transferred the dataset 

and initialized the parameters for dataset identification of wildfire. Integrated with features of the target dataset, 

adam functions were utilized for fine-tuning 3 conv blocks of ResNet, focal loss function and network 

architecture were updated for optimizing the ResNet network for extracting efficient semantic data from 

datasets. However, the developed method needed a huge amount of quality images to obtain many detection 

results. 

Jain et al. [20] suggested color-based technique for wildfire detection called CIELAB in FLAME 

dataset. The suggested technique detected fire based on fire color in CIELAB color space and trained by CNN 

for detecting the fire. CNN and image processing had balancing strengths and integrated their strengths to 

develop an ensemble model. The suggested method utilized two CNNs and the CIELAB method, and 

performed major voting to predict whether or not the fire was present. The suggested method was performed 

based on pixel-wise classification of fire, so it was utilized for segmentation of fire flame, and the method 

reduced the training time. However, the suggested method ignored certain images in the detection process.  

Chen et al. [21] presented a CNN for wildfire detection in the FLAME dataset. The presented method 

developed a hybrid model through a deep learning classifier and localization of fire detection for frames labeled 

as fire by performing dual-free imagery. The deep learning-based methods were implemented with red, green, 

and blue (RGB) thermal fusion for efficient fire. The presented method had fewer parameters and utilized less 

time for training. However, the method had a higher chance of misclassification because the method was only 

suitable for certain weather and light conditions. 

Ghali et al. [22] implemented an ensemble method that integrated EfficientNet-B5 and DenseNet-201 

methods for detection and classification of wildfires in the FLAME dataset. The implemented method 

optimized the deep learning methods for detecting wildfire in the early phase. Furthermore, two vision 

transformers such as TransUNet, TransFire, and EfficientSeg were activated for wildfire region segmentation, 

which identified exact fire regions. The implemented method eliminated the problem of vanishing-gradient, 

enhanced feature propagation and the count of parameters was reduced. However, the method lacked of fire 

annotation image samples.  

Wang et al. [23] introduced a novel method for wildfire detection in complex scenes named as 

FireDetn method. The introduced method utilized four various detection heads for FireDetn detection in various 

size frame objects. Next, the combined transformer encoder blocked with multi-head attention in FireDetn for 

improving their capacity to capture global features and contextual data, which enhanced the average precision 

in complex scenes. Lastly, the integration of spatial pyramid pooling architecture had advantages in the 

detection of multiple scale fame objects. The introduced technique attained balance among average precision 
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and detection speed. Yet, the introduced technique had a restricted quantity of energy and required data 

performing.  

Wang et al. [24] developed a class activation map (CAM) based on a non-local attention method for 

wildfire detection. The developed method explored weakly supervised fire detection (WSFD) that provided 

image-level annotations. Particularly, the deep neural networks were trained by non-local attention as a 

classifier to find fire and non-fire images. Next, a classifier was utilized to develop CAM for all fire images in 

the phase of inference and produced a consistent bounding box following every integrated CAM domain. The 

method accurately detected the wildfire in images. However, the CAM was noisy and lost certain spatial 

information. 

In present times, deep learning-based detection techniques have enhanced their capacity to 

automatically learn and extract the complex features from image datasets. The existing methods had limitations 

like the complexity of noise data, requiring a huge quantity of quality images to obtain high detection accuracy, 

and ignoring certain images in the detection process. Then, existing methods doesn’t detect a small region of 

fire in dataset images. 

In this research, new region-based method is proposed for wildfire detection. The dataset taken for 

research is the FLAME dataset, where normalization and hue, saturation, and lightness (HSV) color space 

techniques are taken for data pre-processing. The pairwise region-based convolutional neural network  

(PR-CNN) is proposed to detect wildfire and the soft non-maximum suppression (NMS), a post-processing 

technique, is utilized to eliminate the duplicate detection from PR-CNN method. The functionality of the 

research is given as: i) the normalization and HSV technique are taken for preprocessing of images, which 

improves the image quality and converts the RGB image to HSV image; ii) the selective search algorithm 

proposes pairwise region proposal method for segmentation process in PR-CNN to detect wildfires; and  

iii) the post-processing technique like soft-NMS is utilized to eliminate the duplicate detection and choose 

much related bounding boxes which corresponds to the detected images. 

This research paper is in the following format: section 2 describes the proposed method. Section 3 

gives the explanation of the research methodology. Section 4 provides the results and discussion of the research 

method, and section 5 provides the conclusion of this research. 

 

 

2. PROPOSED METHODOLOGY 

In this research, new region-based method is proposed for wildfire detection. The dataset taken for 

research is the FLAME dataset, and is given as input to normalization and HSV color space techniques for data 

pre-processing. After that, the PR-CNN is presented to detect wildfire, while the detected image is given to 

soft-NMS that is a post-processing technique to eliminate the duplicate detection in PR-CNN method.  

Figure 1 depicts the process of the proposed wildfire detection method.  

 

 

 
 

Figure 1. Process of proposed PR-CNN method 

 

 

2.1.  Dataset 

The dataset taken for wildfire detection in this research is the FLAME dataset [25]. The dataset is a 

fire video dataset gathered by various types of cameras and UAVs on sediment burning in the Arizona pine 

forest. The dataset has raw videos, image files, and mask data format. In Table 1, the description of various 

data in the FLAME dataset is given, and the sample images of the FLAME dataset are represented in Figure 2.  

 

 

Table 1. Dataset description 
Type Format Duration Resolution 

Video MOV 89 s 640×512 

Video MOV 305 s 640×512 

Video MOV 25 min 640×512 
Video MOV 17 min 3840×1920 

Image JPEG 2003 frames 3840×1920 

Mask PNG 2003 frames 3840×1920 
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Figure 2. Sample images in dataset 

 

 

2.2.  Pre-processing 

Pre-processing is an essential phase in image processing field due to which, the quality of images 

from the dataset is improved. The pre-processing methods taken are normalization and HSV color space 

techniques. Normalization is a procedure that modifies the pixel intensity scores range [26]. The HSV 

technique is less affected by dissimilarities in lighting conditions, wherein their independent color order gives 

much more reliable and accurate color image detection [27]. 

 

2.1.1. Normalization 

Normalization is a technique used in data preprocessing, helpful for training and testing of region-

based convolutional neural network (R-CNN) technique. In the dataset taken, all pixels of the image have RGB 

colors and intensities ranging from 0 𝑡𝑜 255. The input image is scaled between the range of 0 and 1. The 

numerical expression for normalization is represented as given in (1).  

 

𝑥𝑖
′ =

𝑥𝑖−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
 (1) 

 

where, 𝑥𝑖 defines the input data, 𝑥𝑖
′ defines the output data, 𝑥𝑚𝑖𝑛  refers to the minimum (0) probable value, and 

𝑥𝑚𝑎𝑥 refers to the maximum (255) probable value. 

 

2.1.2. Hue, saturation, and value 

The HSV technique converts the RGB image in a dataset into an HSV color technique, which is the 

same as how humans observe colors, and is utilized to detect color-based images and numerous applications. 

Hue in HSV shows color distributions based on red, saturation shows a degree of lightness and darkness of 

color, and the value corresponds to color brightness. The range of hue, saturation, and value of the HSV color 

technique, while the range of colors is limited for filtering those pixels have flames presented in the Table 2. 

The numerical expression for HSV color space is represented as (2). In (2) 𝐻 represents hue, 𝑆 represents 

saturation, and 𝑉 represents value.  

 

𝐻 =

{
 
 

 
 

0𝑖𝑓𝑚𝑎𝑥 = 𝑚𝑖𝑛

(60𝑜 ×
𝑔−𝑏

𝑚𝑎𝑥−𝑚𝑖𝑛
+ 0𝑜)𝑚𝑜𝑑360𝑜𝑖𝑓𝑚𝑎𝑥 = 𝑟

60𝑜 ×
𝑏−𝑟

𝑚𝑎𝑥−𝑚𝑖𝑛
+ 120𝑜𝑖𝑓𝑚𝑎𝑥 = 𝑔

60𝑜 ×
𝑟−𝑔

𝑚𝑎𝑥−𝑚𝑖𝑛
+ 240𝑜𝑖𝑓𝑚𝑎𝑥 = 𝑏

  

 

𝑠 = {
0𝑖𝑓𝑚𝑎𝑥 = 0

𝑚𝑎𝑥−𝑚𝑖𝑛

𝑚𝑎𝑥
= 1 −

𝑚𝑖𝑛

𝑚𝑎𝑥
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

 

𝑣 = 𝑚𝑎𝑥 (2) 
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Table 2. Color range of HSV color technique 
HSV Range Greater than Less than 

Hue 0-179 5 90 
Saturation 0-255 40 255 

Value 0-255 220 255 

 

 

3. PAIRWISE REGION-BASED CONVOLUTIONAL NEURAL NETWORK FOR DETECTION 

The normalized and HSV color change the pre-processed images that are fed into a R-CNN as input 

for wildfire detection. The detection of wildfire is performed by utilizing the PR-CNN which has three stages 

region proposal, feature extractor, and classification layers. Region proposals are smaller areas of an image 

that probably have the images required as input image. To reduce the region proposals in R-CNN, an algorithm 

known as selective search is utilized. The produced 2000 region proposals are fed into CNN to extract features 

and detect the wildfire in dataset images. The fire images in the FLAME dataset are given as input to the search 

algorithm for extracting the region proposals. Next, those wrapped images are given as input to CNN 

architecture and at last, the regions are detected by it. Figure 3 gives a detailed description of the proposed  

PR-CNN method.  

 

 

 
 

Figure 3. PR-CNN 

 

 

3.1.  Region proposal layer 

Region proposals are smaller areas of an image that probably require images as input. For reducing 

region proposals in R-CNN, an algorithm known as selective search is employed. The selective search 

algorithm utilizes both exhaustive search and segmentation; the segmentation requires a separate algorithm for 

various shapes in an image by assigning them with various colors. The effective graph-based segmentation 

uses a pairwise region proposal algorithm that combines the anchor boxes which is not in the desired shape. 

 

3.1.1. Effective graph-based segmentation for selective search 

In image segmentation, graph graph-based technique is significant as it separates a digital image into 

integral regions or segments for image analysis or detection. In the graph-based segmentation technique,  

𝐺 = (𝑉, 𝐸) is considered as undirected graph with vertices 𝑣𝑖 ∈ 𝑉, and edges (𝑣𝑖 , 𝑣𝑗) ∈ 𝐸 with relevance to 

neighboring pairs' vertices. Every edge (𝑣𝑖 , 𝑣𝑗) ∈ 𝐸 has respective weight 𝑤 ((𝑣𝑖 , 𝑣𝑗)) and non-negative 

measure of non-similar among neighboring elements 𝑣𝑖 and 𝑣𝑗. In image segmentation, elements in 𝑉 are pixels 

and edge weight is measured by differences among two pixels merged through the edge. In this method, 𝑆 

represents a partition of V to elements such that each region 𝐶 ∈ 𝑆 respective to the merged element in the 

graph 𝐺′ = (𝑉, 𝐸′), where 𝐸′ ⊆ 𝐸. There are several ways to calculate segmentation quality, but in general 

require components to be the same and dissimilar. The edges among two vertices in similar element have 

respectively lesser weights while the edges among vertices in various elements have high weights. 

 

3.1.2. Pairwise region proposal algorithm 

The effective graph-based segmentation uses a pairwise region proposal algorithm that combines the 

anchor boxes which are not in the desired shape. 𝐷 is described as a predicate to evaluate the presence and 

non-presence of boundary among two elements in segmentation. The predicate depends on calculating 

dissimilar among components along two elements' boundaries to calculate dissimilarity between the 
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neighboring components within two elements. The results of the predicate are compared with inter-component 

variants to intra element variants and adaptive in relation to data local characteristics. 

The internal variance of element 𝐶 ⊆ 𝑉 is highest weight in the less spanning tree element 𝑀𝑆𝑇(𝐶, 𝐸). 
The mathematical formula of internal difference is given as (3). The mathematical formula of difference is 

given as (4).  

 

∫(𝐶) =
𝑚𝑎𝑥

𝑒 ∈ 𝑀𝑆𝑇(𝐶, 𝐸)𝑤(𝑐)  (3) 

 

𝐷𝑖𝑓(𝐶1, 𝐶2) =
𝑚𝑖𝑛

𝑣𝑖 ∈ 𝐶1, 𝑣𝑗 ∈ 𝐶2, (𝑣𝑖 , 𝑣𝑗) ∈ 𝐸
𝑤 ((𝑣𝑖 , 𝑣𝑗)) (4) 

 

Where 𝐷𝑖𝑓(𝐶1, 𝐶2) = ∞ when there is no edge connecting. The calculation variance is in problematic principle 

that reflects only a little edge weight among two elements. Furthermore, the definition of calculation variance 

is modified to attain median weight to make it much more robust for outliers. A small modification to the 

segmentation technique causes many changes. The region comparison predicate estimates that there is a 

boundary among pairs by checking the variance among components 𝐷𝑖𝑓(𝐶1, 𝐶2) which represents related to 

internal differences. The threshold function is utilized for controlling the degree differences. The mathematical 

formula for pairwise comparison prediction is given as (5). Where 𝑀𝐼𝑛𝑡 represents minimum internal 

difference. The mathematical formula of minimum internal difference is given as (6). 

 

𝐷(𝐶1, 𝐶2) = {
𝑡𝑟𝑢𝑒𝑖𝑓𝐷𝑖𝑓(𝐶1, 𝐶2) > 𝑀𝐼𝑛𝑡(𝐶1, 𝐶2)

𝑓𝑎𝑙𝑠𝑒𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5) 

 

𝑀𝐼𝑛𝑡(𝐶1, 𝐶2) = 𝑚𝑖𝑛 (6) 

 

Where 𝑇 represents the threshold function that controls degree of variance among two elements to be higher 

than the internal differences to ensure the presence of a boundary among them. For less elements, ∫(𝐶) is not 

a superior evaluation of local characteristics of information. In exterior case, |𝐶| = 1, ∫(𝐶) = 0. So, a threshold 

function is used based on its component size, while the mathematical formula is given as (7). 

 

𝜏(𝐶) = 𝑘 |𝐶|⁄  (7) 

 

Where |𝐶| represents the size of 𝐶, 𝑘 represents the parameter, and 𝜏 represents the threshold function. Small 

elements are allowed while there is sufficient huge difference among neighboring elements. The non-negative 

function of a single element is utilized for 𝜏 without modifying algorithm results. For example, it is probable 

to have a segmentation technique that prefers elements of some shapes by determining 𝜏 for huge components 

which is not suitable for non-desires and small shapes. But, the pairwise region proposal algorithm combines 

the anchor boxes which are not in the desired, small shapes. The smaller regions into are combined into larger 

regions and this method considers three types of similarities such as color, texture, and size for combining the 

regions. This selective search algorithm produces 2,000 region proposals approximately, and these region 

proposals are fed into CNN architecture to compute the CNN features. 

 

3.2.  Convolutional neural network 

The produced 2,000 region proposals are fed into CNN to extract features and detect the wildfire in 

the dataset images. Feature extraction is the process of converting actual information into numerical features 

which are processed when protecting data in the actual dataset. After feature extraction, it provides better 

outcomes than when applying raw data to machine learning directly. In the research, the CNN is utilized for 

feature extraction which is a neural network that takes image features as input and classifies the images. A 

convolutional layer is a fundamental layer of CNN structure that performs feature extraction, including a 

combination of linear and non-linear operations. Then, these extracted features are given as input to a fully 

connected layer to detect the wildfire in images. By using PR-CNN method, the wildfire images in the FLAME 

dataset are detected much more accurately along with the small regions also detected effectively. These images 

are given as input to the post-processing technique for eliminating the duplicate detection in results. 

 

3.3.  Soft-non-maximum suppression 

NMS is a post-processing technique utilized to detect objects or images to eliminate duplicate 

detections and choose related bounding boxes in the detected image. The image detection method produces a 

huge count of region proposals and every region proposal contains related scores that lead to false detection, 
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while certain overlapping images are missed. To overcome this issue, the NMS technique that sets the 

intersection over union (IoU) threshold for a particular class of image is utilized, bounding box M has the 

highest score and that is chosen from the generated bounding box B series and kept in the last detection output 

R. The NMS technique repeated the aforementioned process till B is empty and at last D results. The 

mathematical formula of NMS is given as (8). 

 

𝑠𝑖 = {
𝑠𝑖𝐼𝑜𝑈(𝑀, 𝐵𝑖) < 𝑝

0𝐼𝑜𝑈(𝑀, 𝐵𝑖) ≥ 𝑝
  (8) 

 

Where 𝑝 represents the IoU threshold, 𝑠𝑖 represents the result of NMS, M and 𝐵𝑖  represent the bounding boxes. 

From the aforementioned (8), the NMS technique directly modifies the score of bounding boxes of adjacent 

class to 0, which causes certain overlapping images to be missed. So, the soft-NMS technique which is an 

enhancement of a NMS technique and rescored a bounding box is utilized. If the bounding box is overlapped 

with M, it will provide a lower score. If the overlap degree is low, the score is constant. The mathematical 

formula of soft-NMS is given as (9).  

 

𝑠𝑖 = {
𝑠𝑖𝐼𝑜𝑈(𝑀, 𝐵𝑖) < 𝑝

𝑠𝑖 × (1 − 𝐼𝑜𝑈(𝑀, 𝐵𝑖))𝐼𝑜𝑈(𝑀, 𝐵𝑖) ≥ 𝑝
  (9) 

 

At the same time, a bounding box with a high score is M, while the bounding boxes with high scores 

are recombined. The position of remerged bounding boxes is weighted and meaned through respective score 

weights to the actual bounding box. Figure 4 represents the results of the detected wildfire images in FLAME 

dataset.  

 

 

 
 

Figure 4. Results of detected wildfire images 

 

 

4. RESULTS AND DISCUSSION 

The proposed method detects the wildfire in images much more accurately along with the small fire 

regions in images also detected effectively. The pairwise region proposal algorithm combines the anchor boxes 

that are not in the desired and small shapes, then these results are evaluated. The proposed PR-CNN technique 

is implemented with Python environment with system requirements of processor intel core i7, and RAM  

16 GB. The performance metrics utilized to evaluate the proposed method are accuracy, precision, recall, and 

f1-score. Accuracy is referred to as a measure used to determine the correctness of the proposed PR-CNN 

method. Precision is referred to as the ratio of correctly predicted positive observations to the total number of 

predicted observations for positives. The recall is referred to as the ratio of correctly predicted false modules. 

F1-measure is referred to as the calculation of accuracy test, determined as average of precision and recall. The 

mathematical formula for the performance metrics is given as (10) to (13): 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

𝑇𝑜𝑡𝑎𝑙𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠=𝑇𝑟𝑢𝑒)
 (11) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝐴𝑐𝑡𝑢𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠𝑎𝑠𝑇𝑟𝑢𝑒
 (12) 

 

𝐹1𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (13) 

 

4.1.  Quantitative analysis 

The performance of the proposed PR-CNN method is analyzed with existing algorithms like recurrent 

neural networks (RNN), CNN, and R-CNN. The proposed method attains an accuracy 95.58%, precision 

95.06%, recall 94.83%, and f1-score 94.41% which is better when compared to the existing algorithms.  

Figure 5 represents the performance comparison of the proposed detection method.  

 

 

 
 

Figure 5. Performance comparision of proposed PR-CNN method 

 

 

The research utilized post-processing methods such as soft-NMS technique and its performance is 

evaluated with other post-processing techniques like robust and efficient post processing (REPP), NMS, and 

adaptive non-maximum suppression (ANMS). The utilized soft-NMS technique obtains an accuracy of 

92.03%, precision of 91.83%, recall of 91.58%, and f1-score of 90.98% which is superior to the existing 

techniques. Figure 6 represents the Execution of post-processing technique.  

 

 

 
 

Figure 6. Execution of soft-NMS technique 
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The performance of the proposed method with post processing is evaluated with another classification 

method that utilizes post processing technique. The existing methods such as R-CNN-REPP, R-CNN-NMS, 

and R-CNN-ANMS are utilized for evaluating the proposed method. The proposed PR-CNN soft-NMS 

technique attains an accuracy of 97.44%, precision of 97.32%, recall of 97.31%, and f1-score of 96.67%, which 

is superior to the existing techniques. Figure 7 illustares the performance of the proposed method with post-

processing technique. 

 

 

 
 

Figure 7. Performance of PR-CNN soft-NMS technique 

 

 

From Figure 7, it is evident that the proposed PR-CNN method outperforms by accomplishing higher 

accuracy of 97.44%, which is better than that of the other existing methods. The post-processing technique 

utilized for the research also performs superiorly and attains more preferable accuracy of 92.03% which is 

higher than that of the existing methods. From the above experimental analysis, it is evident that the introduced 

method outperforms other methods in terms of accuracy, precision, recall, and f1-score.  

 

4.2.  Comparative analysis 

In this research, the performance of proposed PR-CNN method is evaluated with other existing 

methods like reduce VGGNet [16], FBC-Anet [17], and ensemble method [21] on the FLAME dataset. The 

introduced method obtains an accuracy 97.44%, precision 97.32%, and recall 97.31%, which is comparatively 

higher than other existing methods. Table 3 represents the performance of the proposed method with other 

existing methods.  

 

 

Table 3. Comparative analysis of proposed PR-CNN 
Method Dataset Accuracy (%) Precision (%) Recall (%) 

Reduce-VGGNet [16] FLAME 97.35 97.22 97.22 

FBC-Anet [17]  - 92.19 89.37 

Ensemble method [21] 85.12 - - 

Proposed PR-CNN 97.44 97.32 97.31 

 

 

4.3.  Discussion 

In present times, deep learning-based detection techniques have enhanced their capacity to 

automatically learn and extract complex features from image datasets. The existing methods have limitations 

like the complexity of noise data, requiring a huge quantity of quality images to obtain high detection accuracy, 

and ignoring certain images in the detection process. Moreover, they do not find small regions of fire in dataset 

images. This section illustrates the proposed method's advantages and existing methods' limitations. The 

existing model Reduce VGGNet [16] had some limitations of having complexity in noise data. The FBC-Anet 

[17] method needed huge quantity of high-quality images to obtain many detection results. The ensemble 

method [21] did not identify the small regions of fire in the image. To overcome these limitations, the PR-CNN 

is proposed in a regional proposal layer of RCNN. The proposed method effectively detects wildfire in images 

and merges the small regions which are in non-desired shape. It obtains superior accuracy of 97.44%, precision 
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of 97.32%, recall of 97.31%, and f1-score of 96.67%, thereby being comparatively superior to the existing 

algorithms like reduce VGGNet [16], FBC-Anet [17], and ensemble method [21]. 

 

 

5. CONCLUSION 

Wildfire detection is a process of identifying the fire pixel according to the temperature difference 

between surface energy emitting and ambient temperature. In this manuscript, a PR-CNN is proposed for 

wildfire detection. The dataset taken for this research is the FLAME dataset, then normalization and HSV color 

space techniques are utilized as pre-processing methods for improving the image quality. The detection process 

is performed by R-CNN with a pairwise algorithm in the regional proposal layer. After detecting the wildfire 

in dataset images, PR-CNN output is given as input to post-processing techniques like soft-NMS to eliminate 

duplicate detection in PR-CNN results. The proposed method efficaciously detects the wildfire in images much 

more accurately, alongside small fire regions in images. In the future, various CNN-based methods and  

pre-processing methods can be developed for improving the accuracy and speed of wildfire region detection. 
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