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 The main objective of translation is to translate words' meanings from one 

language to another; in contrast, transliteration does not translate any 

contextual meanings between languages. Transliteration, as opposed to 

translation, just considers the individual letters that make up each word. In 

this paper, an integrated deep neural network transliteration and translation 

model (NNTT) based autoencoder model is developed. The model is 

segmented into transliteration model and translation model; the transliteration 

involves the process of converting text from one script to another evaluated 

on the Dakshina dataset wherein Hindi typically uses a sequence-to-sequence 

model with an attention mechanism, the translation model is trained to 

translate text from one language to another. Translation models regularly use 

a sequence-to-sequence model performed on the workshop on Asian 

translation (WAT) 2021 dataset with an attention mechanism, similar to the 

one used in the transliteration model for Hindi. The proposed NNTT model 

merges the in-domain and out-domain frameworks to develop a training 

framework so that the information is transferred between the domains. The 

results evaluated show that the proposed model works effectively in 

comparison with the existing system for the Hindi language.  
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1. INTRODUCTION 

In today's world, effective cross-language communication and information access is essential. As the 

internet continues to expand tremendously, massive amounts of digital information are being generated in 

several languages, including Hindi and English [1]. Users of cross-language information retrieval (CLIR) can 

find relevant data in other languages, due to the popularity of these languages and the unambiguous differences 

in their linguistic frameworks and writing schemes, this is particularly vital for languages like Hindi and 

English [2]. Translation and transliteration are the two primary techniques employed by CLIR; this study looks 

at the factors influencing the performance of CLIR's Hindi-to-English transliteration and translation as well as 

their effectiveness [3]–[5]. More than 40% of Indians are native speakers of Hindi [6], it acts as a lingua franca, 

uniting individuals from various linguistic and geographic backgrounds all around the nation. In addition to 

English, Hindi is one of India's 22 officially recognized languages [7], [8]. According to this rating, a 

substantial quantity of official paperwork, legal papers, and communication is produced in Hindi, necessitating 

the implementation of efficient and accurate CLIR systems to increase accessibility to this vital information 

[9], [10]. Due to its broad usage, official position as a language, proliferation of digital content, applications in 

https://creativecommons.org/licenses/by-sa/4.0/
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research and education, as well as its potential for economic and commercial success, Hindi plays a vital role 

in CLIR at India [11], [12].  

For Hindi to English CLIR, transliteration—the process of converting text from one writing system 

to another while keeping phonetic similarity—is especially helpful due to the variances between the scripts [7], 

[13]. However, transliteration might not accurately reflect the text's semantic meaning. On the other hand, 

translation involves altering a text's meaning from one language to another, making it more suitable for 

transferring semantic information between languages like Hindi and English. Despite the benefits, translation 

algorithms are prone to errors and often fail to fully convey the meaning of the original text. According to 

earlier CLIR research, translation-based techniques perform better than transliteration Algorithms. It is 

currently not obvious if these techniques work across a wide range of language pairs and domains, particularly 

for CLIR techniques from Hindi to English [14]–[17]. The CLIR methods [18] used today for transliteration 

and translation from Hindi to English have several problems. Current approaches do not adequately account 

for language-specific difficulties, such as variances in spelling, grammar, and syntax, which resulted in 

translation errors and decreased efficacy. Domains must be made more flexible to accept distinct contexts and 

industry-specific terminology. Additional research is required to decide how to employ advanced deep learning 

and NLP models, such as BERT, ELMo, and transformer-based systems, in CLIR, these models may 

potentially enhance outcomes. To correctly analyze and compare the performance of various transliteration 

and translation techniques, it is crucial to establish appropriate assessment metrics and standards. Researchers 

can develop Hindi to English-CLIR systems that are more practical and user-friendly by addressing these 

drawbacks. This research will contribute to the development of comprehensive and user-friendly cross-lingual 

information retrieval systems that will ultimately benefit numerous industries, such as business, healthcare, 

education, and government, where accurate and relevant information across languages is crucial. This study 

will investigate the adaptability and domain-specific effectiveness of deep learning models.  

− A framework is proposed, that performs mutual transfer for in and out of the domain learning mechanisms 

that constantly focus on each other to enhance the overall performance. 

− An ensemble-based training mechanism is used for the in-domain, out-domain mechanism, the pre-training 

is considered for out-domain information, while considering the training process for in-domain, and  

out-domain knowledge is considered. 

− A batch-learning-based mechanism is proposed for training the samples learned adaptively, various samples 

with difficulties considered while training. 

− A model is proposed for the Hindi language that performs transliteration and translation of the given text 

by utilizing word-to-word embedding. 

The BERT model [19] parameters are kept constant when adapters are introduced in between BERT 

layers and fine-tuned for succeeding tasks. This paper introduces the iterative and length-adjustable  

non-autoregressive decoder (ILAND) [20], a unique machine translation paradigm that employs a  

length-adjustable non-autoregressive decoder. The model's superior performance compared to models using a 

range of non-autoregressive decoders provides empirical support for the model's validity. Several researchers 

[1], [21]–[23] suggests a knowledge-aware NMT technique that models extra language properties in addition to 

the word feature. For controlling the quantity of information from various sources that assist in the construction 

of target words during decoding, we suggest a knowledge gate and an attention gate. A useful and uncomplicated 

model of the possible cost of each target word should be made available for NMT systems [24], [25].  

The research work in this paper is organized as follows: in the first section, a brief introduction is 

given about the challenges across text-pre-processing, how the transliteration and translation models have been 

built that overcome the challenges in various languages, and the breakthroughs involved in processing the 

Hindi language. In section 2 the related work is introduced that gives a brief description of the existing models, 

in section 3 a neural network without iterations or convolutional operations is developed that focuses on a  

self-attention mechanism to build an auto-encoder. In section 4 the dataset details and results for transliteration 

and translation models are shown. 

 

 

2. PROPOSED METHODOLOGY 

The network is a type of neural network without iterations or convolutional operations that focuses 

on a self-attention mechanism to build an auto-encoder. The input fed is a word embedding or a sequence 

embedding. Figure 1 shows the proposed workflow. The autoencoder consists of Y embedded layers,  

multi-self-attention layers, convolutions, and masked multi-self-attention layers modeln. The  

multi-self-attention layers and the text not generated are masked. An input source is given as vn along the 

sequence, embedding is transformed into a weight matrix as Jn, projection matrix as Rn and feature matrix is 

depicted as Ln, self-attention is later applied to Jn, Rn, Ln irrespectively, Softmax is denoted as ƿ. 
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Figure 1. Proposed workflow 

 

 

Here Jv
n, Rv

n, Lv
n  depicts the v − th query and feature matrix of the n − th layer. {Pv

j
, Pv

r, Pv
l} ∈ Qmoddim 

denotes the variable matrix moddim denotes the dimension of the model respectively. A multi-layer perceptron 

consists of a fully connected network along with the activation function applied on each position as shown in 

(4). Here Jn+1 is the initial source with feature information whereas Jn is added to develop remaining 

connections that overcome gradient vanishing. The processing sequence is shown as the function gSA
 , which 

denotes the source as Jn+1 as shown in (5). The SA utilizes a set of various layers to learn the source 

representation as displayed in (6). 

 

Jn+1 = MLP(SA(Jn, Rn, Ln)) + Jn (4) 

 

Jn+1 = gSA
n+1(Jn, Rn, Ln) (5) 

 

[Jx = gSA
x (Jx−1, Rx−1, Lx−1)]X (6) 

 

However [… ]X (x ∈ {1,2,……X}) denotes the X similar layers stacked along with each other. The 

result JX of the X − th attention layer denotes the final representation transferred to the autoencoder to learn 

through a translation model that predicts the target. The dissimilarity amid the auto-encoder in the masked 

layer is shown because the output is developed dynamically. The output decoded estimates the probability 

log c( wk|w < k, τ ) for each word by the softmax function, here τ denotes the variable associated with the 

auto-encoder.  
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2.1.  Training loss 

The proposed model adapts the fine-tuning model in model training. Further, out-model training to 

focus on the training and perform the KD. Distilling includes two sub-models known as the student and teacher 

model; the loss of the student model consists of the sum of two components. The loss is determined by 

probability associated with prediction and the label associated with the negative log loss function. The KD loss 

function estimates the loss in between the output probability amid the student and teacher model. 

 
Loss(τb; D) = ∑ ∑ −S(u

k=1(a,b∈D)  
wk) ∗ log c( wk|w < k, τb) (7) 

 
Lossk(τb; D, τbˆ) = ∑ ∑ −j(u

k=1(a,b∈D) wk|w < k, τb^) ∗ log c( wk|w < k, τb) (8) 

 
Here the j(wk|w < k, τb^) and τb denotes the parameter of the student model, irrespectively.  

τbˆ = τb ∗, the average method τb =
1

X
∑ τb

(x)
x . The weighted approach denoted as τb(x) = ∑ e − n(Qx  

τb
(x)

))τb
(x)

 [ here e − n] depicts the normalized function for the x − th evaluation for the constraint τb
(x)

 to depict 

a self-ensemble model. The average and weighted average approaches in the student model here are applicable 

to have efficient information by the accumulation of data through the previous recursions of the teacher model. 

 
2.2.  Domain adaptation 

In the proposed approach, the in-domain and out-domain models evaluate by pre-training the model. 

Each iteration of domain values is beneficial to the preceding iteration for in-domain constraints and  

vice-versa. These processes are repeated to accomplish mutual transmission of the information. Henceforth the 

in-domain and out-domain features are transferred across each other at the model level to exchange data thereby 

ensuring better performance, the quality of the model is evaluated here through source and target domain data 

Db
 ,Df

  are segmented into training sets Db
l , Df

l  and model building pair as Db
eval , Df

eval  to further train and 

evaluate the model. Figure 2 shows the training process for in-domain and out-domain learning mechanism.  

 

 

 
 

Figure 2. Training process for in-domain and out-domain learning mechanism 

 

 
Algorithm 1 is the domain adaptation algorithm for the proposed model, this consists of two stages: 

− Stage 1: In the preliminary stage, the focus is to finish the preliminary analysis of the in-domain and  

out-domain model parameters. The 𝝳 function is used to train the model the objective function is used for 

training the Db
l  and the parameter used along with it is τf

(n+1)
 initialized on Lossk(τb; Db

l ), it is retained in 

for source. 

− Stage 2: In the recursion phase, the focus is to finish full data transfer amid the in-domain and out-domain 

models. The µ function is used to transfer the model, the main aim is to utilize it with the self-knowledge 

function Loss(τf
(r−1)

; Db
l ) and Lossk(τb

(r−1)
; Df

lτf
 )) is used with the training set Df

l .  

To execute model transfers the in-domain parameter set τb
  in a given scenario is initialized through 

the previous round of the out-domain model parameter set τf
(r−1)

. Once the preliminary analysis is done then 

the fine-tuning of the model is performed on the in-domain model, and the same is repeated for the source 

domain. The α model is used for evaluation purposes along with the ensemble function (.) used for the 

evaluation of the performance of τb
(r)

 for developing the set Db
eval from the ensemble parameter denoted as τb

 . 

Table 1 displays the Algorithm 1. 
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Table 1. Algorithm 1 for model transfer 
Input  Train the {Db

l ,Df
l}, denotes the development lists, {Db

eval,Df
eval}, with level R 

Step 1 In Model training 
Step2 τb

(n+1)
← tr model(Loss(τb; Db

l )  

Step3 Out Model training 
Step 4 τf

(n+1)
← tr model(Loss(τf; Df

l )  

Step 5 Initialize in-model and out-model ensemble model constraints. 
Step 6 τb

 ← τb

(n+1)
, τf

 ← τf

(n+1)
 

Step 7 for r = 1,2, … . . R do 

Step 8 In Model training =Transfer training model and evaluation 

Step 9 τb

(r)
← µ (Loss(τf

(r−1)
;  Db

l )Lossk(τf
(r−1)

;  Db
l τb

 )) 

Step 10 τb
 ← α(Db

eval , τb
(r)

)  

Step 11 out Model training =Transfer training model and evaluation 

Step 12 τf

(r)
← µ (Loss(τb

(r−1)
;  Df

l)Lossk(τb
(r−1)

;  Df
l τf

 )) 

Step 13  τf
 ← α(Df

eval, τf
(r)

)  

Step 14 end for 

output In Model training τb
  ; outmodel training τf

  

 

 

2.3.  System design 

As a result of the complexities associated with the huge number of words. A neural network based on 

words offers an end–to–end solution. Henceforth a character level method used as a word-to-word model 

embedding to evaluate the complexity associated with noise, alterations, and errors is developed.  

 

2.3.1. Pre-processing and post-processing 

Input pre-processing: each input word uttered goes through the following steps. All the letters in the 

word should be in lower case, no more than two times repetition of the character, diacritics are transformed 

into various versions in the standard 7-bit American standard code for information interchange (ASCII), along 

the emoji, emoticons involving punctuation are converted into hashtags. Figure 3 shows the  

sequence-to-sequence architecture.  

 

 

 
 

Figure 3. Sequence-to-sequence architecture 

 

 

Output-side pre-processing: while training the foreign-tagged words into hashtags for the machine 

learning output. The training input and the output are aligned through the hashtags on the output side. The 

training input and the output are aligned as the transformation ensures the model learns that identifies foreign 

words and transfers them into hashtags that are identical to the input-side pre-processing, the output-side  

free-standing emojis, emoticons, and punctuations are transformed into hashtags during the training, and 

prediction. Output-side post-processing: on the output side, a post-processing step transforms the hashtags back 

to words in the source. If the input and output are aligned this step is applicable before removing the tokens 

[+] and [-]. however, when the final output is reached the words along with the [+] token is merged along with 

the [-] tokens that are replaced with a white space that splits a word into multiple words. 

 

2.3.2. System architecture 

Auto-encoder model: A character-level word-to-word embedding architecture for the model 

H(a|b)that provides an input b for target a. This auto-encoder consists of two-gated recurrent unit layers; here 
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the first layer is bidirectional. It consists of two gated recurrent unit along with the attention mechanism. The 

preliminary stage for the auto-encoder involves the attention mechanism, the initial state for the auto-encoder, 

and recurrent neural networks on the non-recurrent connections required during the training. The final softmax 

layer for the auto-encoder output to the final of the output sequence a, the loss function is the cross-entropy 

loss per-time average over ax. A beam is used during interference via a fixed beam to predict the candidate 

with the highest log-likelihood at each step, the individual beam along with the highest log-likelihood, in the 

final step the iterations are decreased by a number, to address the rare case of the autoencoder that stops and 

produces non-stop repetitions of the text.  

 

 

3. RESULTS AND DISCUSSION 

This section of the paper consists of a results analysis that is obtained by using the neural network 

transliteration and translation (NNTT) model for translation and transliteration. The accuracy obtained by the 

performance of the model is evaluated and a comparative study is conducted along different transliteration 

methods considering accuracy as the measure of performance and results are plotted below. The main aim of 

this study is to enhance the transfer of information in the Hindi language by improving the model’s 

effectiveness. The dataset details used for transliteration and translation are given below. The simulations are 

carried out for the proposed model in the INTEL core i7 processor in Python language by utilizing deep learning 

libraries with 8 GB ransom access memory (RAM) and 64-bit Windows operating system (OS). 

 

3.1.  Dataset details  

3.1.1. Dakshina (transliteration dataset)  

In March 2019, the whole Dakshina dataset [26] was extracted from Wikipedia in 12 South Asian 

languages. In the dataset four of the twelve languages-kn, ml, ta, and te-are Dravidian, while eight of the twelve 

are Indo-Aryan. Two of the languages-sd and ur-have texts written in Perso-Arabic scripts or written in 

Brahmic scripts. Each language has three different data kinds. First, there is Wikipedia material that is written 

in the language's native orthography and is broken down into training and validation sections. There are 

specifics on how the compilation's raw data and text are pre-processed. The parallel corpora for the three most 

important Indian languages-Hindi, Tamil, and Telugu-are included in the Dakshina dataset. It is a useful tool 

for activities like cross-lingual information retrieval and machine translation, among others. The 2020 

workshop on Asian language resources included the publication of the Dakshina dataset, which was produced 

by Google researchers. There are more than 1.5 million Hindi-English sentence pairings, 1.2 million  

Tamil-English sentence pairs, and 1 million Telugu-English sentence pairs. 

 

3.1.2. WAT2021 (translation)  

The multilingual translation dataset from the workshop on Asian translation (WAT2021) [27] joint 

project is used. Identical information is given for the English language. The compilation contains almost 1.5 

million phrase pairs drawn from diverse literature in the fields of news, communication, information 

technology (IT), law, and science. Tokenization, normalization, and sentence-level alignment have all been 

applied to every sentence. It is suitable for developing and testing machine translation models, especially for 

the aforementioned Asian languages. Researchers looking to enhance the functionality of machine translation 

systems and develop translation models may find this dataset useful. 

 

3.2.  Results 

Above we get to know about the datasets, which are being utilized in this research. Further bilingual 

evaluation understudy (BLEU) scores here are used to evaluate the models. The results here are evaluated in 

comparison of the existing system with the proposed system. 

 

3.2.1. Transliteration  

The publicly available transliteration corpora are compiled for the existing source. The majority of 

the data comes from the Dakshina corpus [26]. The results here are evaluated in comparison of the existing 

system with the proposed system for the Hindi language from the Dakshina corpus. The result evaluated is 

depicted which shows that the accuracy for the existing system is 60.56 whereas the proposed system generates 

a value of 86.56%. Figure 4 shows the evaluation of the proposed NNTT for transliteration with the existing 

state-of-art techniques. 

 

3.2.2. Translation 

BLEU scores here are used to evaluate the models, The SacreBLEU signatures are included in the 

Indic-English21 and English-Indic22 assessment annotations to guarantee consistency and repeatability across 

models, and the publicly available translation corpora are compiled for the existing source. The majority of the 
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data comes from the WAT2021 [27], the results here are evaluated in comparison of the existing system with 

the proposed system for the Hindi language from WAT2021. The open parallel corpus (OPUS) [28] method 

generates a value of 13.3, Mbart [29] generates an accuracy value of 33.1, GOOG (Google Inc) [30] generates 

an accuracy value of 36.7, and microsoft corporation (MSFT) [30] generates a value of 38. Term frequency 

(TF) [31] generates a value of 38.8, Mt5 (M- Transformer 5) [32] generates a value of 39.2 whereas the existing 

system generates a value of 40.3 and the proposed neural network translation and transliteration proposed 

system (NNTT-PS) generates a value of 77.5497%. Figure 5 displays the evaluation of the proposed NNTT 

for translation with the existing state-of-art techniques.  

 

 

 
 

Figure 4. Evaluation of the proposed NNTT for transliteration with the existing state-of-art techniques 

 

 

 
 

Figure 5. Evaluation of the proposed NNTT for translation with the existing state-of-art techniques 

 

 

3.3.  Comparative analysis 

A comparative analysis is carried out for translation and transliteration for the Dakshina dataset and 

the WAT2021 dataset. The comparison analysis for the transliteration model employed on the Dakshina dataset 

shows that for the Hindi language, the existing system displays a value of 60.56 and the proposed system 

depicts a value of 86.56, the percentage of improvisation is 35.3453%, the proposed transliteration model works 

efficiently generating better accuracy in comparison with the existing system for the Hindi language. The 

comparison analysis for the translation model employed on the WAT 2021 dataset shows that for the Hindi 

language, the existing system showcases a value of 40.3 and the proposed system depicts a value of 77.5497. 

The percentage of improvisation is 63.2156%, the proposed translation model works efficiently generating 

better accuracy in comparison with the existing system for the Hindi language. Table 2 shows the comparative 

analysis. 

 

 

Table 2. Comparative analysis 
Dataset Existing system Proposed system Improvisation in % 

Transliteration (Dakshina Dataset) 60.56 86.56 35.3453 

Translation (WAT 2021 Dataset) 40.3 63.2156 63.2156 
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4. CONCLUSION 

This paper focuses on the use of employing neural networks in transliteration and translation models 

for information transfer across a framework for in-domain and out-domain models. In the training phase, the 

autoencoder is responsible to train and deploy efficiently. Pre-training is taken into account for out-of-domain 

knowledge, and the training process is taken into account for both in- and out-of-domain knowledge. For 

training, the samples learned adaptively, a batch-learning-based technique is developed, taking into account 

different samples with problems during training. Word-to-word embedding is used in a model that performs 

transliteration and translation of the provided text in Hindi. The comparison analysis for the transliteration 

model employed on the Dakshina dataset shows that for the Hindi language, the existing system showcases a 

value of 60.56 and the proposed system depicts a value of 86.56, the percentage of improvisation is 35.3453%. 

The comparison analysis for the translation model employed on the WAT 2021 dataset shows that for the Hindi 

language, the existing system showcases a value of 40.3 and the proposed system depicts a value of 77.5497. 

The percentage of improvisation is 63.2156%, the proposed transliteration and translation model works 

efficiently generating better accuracy in comparison with the existing system for the Hindi language.  
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