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 Dyslexia is a specific learning disorder (SLD) which may affect young child's 

cognitive skills, text comprehension, reading-writing and also problem-

solving abilities. To diagnose and identify dyslexia, the testing scale tool has 

been proposed using artificial intelligence technique. The proposed tool 

allows the student who is suspected to have dyslexia to take up quiz and 

perform certain task based on the type of learning impairments. After 

completion of the test, resultant data is provided as input to the proposed 

ensemble feature aware machine-learning (EFAM) XGBoost (XGB) model. 

Based on the student assessment score and time taken by children, the EFAM-

XGB algorithm predicts dyslexia. The proposed EFAM-XGB is used to 

develop an integrated and user-friendly tool that is highly accurate in 

identifying reading disorders even with presence of realistic imbalanced 

dataset and suggest the most appropriate instructional activities to parents and 

teachers. The EFAM-XGB-based dyslexia detection method achieves very 

good accuracy of 98.7% for dyslexia dataset; thus, attain better performance 

in comparison with existing machine learning (ML)-based methodologies. 
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1. INTRODUCTION 

Dyslexia, a specific learning disorder (SLD), is a condition characterized by neurobiological factors 

that impact individuals worldwide, affecting approximately 5-15% of the overall worldwide population [1]. 

Individuals diagnosed with dyslexia experience challenges in the areas of writing and reading, which are not 

influenced by factors such as intelligence, native language, socioeconomic status, or educational background. 

Moreover, individuals who possess knowledge of their dyslexia diagnosis have the potential to acquire and 

implement various coping strategies aimed at mitigating the adverse impacts associated with this condition [2], 

[3]. Nevertheless, it has been observed that individuals diagnosed with dyslexia tend to experience academic 

challenges if they do not receive adequate assistance. According to recent data, a significant proportion of 

individuals, specifically 35%, discontinue their education prematurely. Furthermore, it has been projected that 

just a small fraction, just over two percent, of individuals diagnosed with dyslexia successfully attain an 

undergraduate degree [4]. 

Identifying dyslexia poses a significant challenge, particularly in the context of Indian native 

languages characterized by transparent orthographies. In languages characterized by shallow orthographies, 

the relationship between graphemes (letters) and phonemes (sounds) tends to exhibit a higher level of 

consistency compared to spoken languages using deep orthographies, like English. Consequently, individuals 

with dyslexia encounter greater difficulties in acquiring reading skills within the context of English [5], [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Due to the difficulties in diagnosing dyslexia in languages with clear orthographies and the less serious nature 

of its symptoms, dyslexia is therefore referred to as a "hidden disability" [6]. The present diagnostic and 

screening procedures necessitate the involvement of trained individuals who administer an extensive in-person 

assessment [7], [8]. This assessment entails the measurement of various performance indicators associated with 

writing and reading abilities, such as speed of reading (expressed in words per minute), reading mistakes, 

writing mistakes, reading vocabulary, pseudo-word reading, linguistic fluency, and comprehension of texts. 

Machine learning (ML) techniques have gained significant attention and application in the field of 

dyslexia. These algorithms [9], [10] play a vital role in identifying, predicting, and intervening in dyslexia by 

analyzing patterns, identifying relevant features, and making data-driven predictions. ML is utilized in various 

ways within the context of dyslexia, such as diagnosing and screening individuals based on cognitive 

assessments and educational records [11], [12]. Aditionally, it contributes to the development of assistive 

technologies like speech recognition and visual processing tools that assist individuals with reading, writing, 

and other learning difficulties [13]. Overall, ML shows great potential in enhancing the understanding, 

diagnosis, intervention, and support for individuals with specific learning disabilities, aiming to improve their 

learning outcomes and overall quality of life. 

ML techniques applied to dyslexia encounter challenges that affect their effectiveness. Two main 

challenges are data imbalance and feature importance [14]. Imbalanced datasets, where one class is 

significantly more prevalent than the other, can lead to biased models favoring the majority class and 

performing poorly in identifying dyslexia. Techniques like oversampling, under-sampling, or synthetic 

minority over-sampling technique (SMOTE) [15] address this issue. Identifying relevant features for accurate 

models is challenging due to the complex nature of dyslexia. Various data sources, such as cognitive 

assessments and behavioral observations, need careful consideration. Feature selection techniques like 

recursive feature elimination (RFE) [16] or permutation importance help determine crucial features. Additional 

challenges include the heterogeneity of dyslexia, requiring specialized models, the interpretability of models 

for comprehension, and limited and diverse data availability. Collaboration among stakeholders and efforts in 

dataset collection, feature selection, and model transparency are crucial for advancing ML applications in 

dyslexia and supporting individuals with learning difficulties. To solve all the issues mentioned above, this 

work introduces a novel ensemble feature aware machine-learning XGBoost (EFAM-XGB) mechanism that 

gives equal importance to both positive (i.e., correct) and negative (i.e., wrong) dyslexia prediction. Then, a 

novel multi-level K-fold cross validation is introduced to select effective features with presence of imbalanced 

data. The significance of using proposed EFAM-XGB for detecting dyslexia among young student is given as: 

− The model introduced a classification methodology that can address both binary and multi-label 

classification problems. 

− The work introduced an effective weight optimization mechanism to give ideal weight optimization 

process for both correct and wrongly classified labels. 

− The model presents a feature selection mechanism by introducing new cross validation function under 

presence of imbalanced data. 

− The EFAM-XGB attains a very good accuracy, precision, specificity, sensitivity, and F1-score in 

comparison with ML technique like decision tree (DT), support vector machine grid search (SVM-GS), 

random forest grid search (RF-GS), and XGBoost (XGB). 

− The EFAM-XGB is very efficient in detecting dyslexia disabilities among young kids in comparison with 

existing methods. 

The manuscript organization. In section 2, different existing methodologies pertaining to detecting 

dyslexia among young students using technology and artificial intelligence technique have been studied and 

limitations have been identified. Section 3 provides a methodology for detecting dyslexia using ensemble-based 

learning mechanism. Section 4 presents the result achieved using proposed dyslexia detection using  

EFAM-XGB. The last section discusses the significance of result improvement and scope of the proposed work. 

 

 

2. LITERATURE SURVEY 

This section provides survey of various existing ML and deep learning (DL) method presented for 

detecting SLD among young student. Kohn et al. have done an in-depth study on the Calcularis 2.0 [17], [18], 

which is used for identifying the dyscalculia SLD in the student and providing a solution to the dyscalculia 

SLD. After the study, they have noted that after the identification of the dyscalculia, the students are trained 

using the Calcularis 2.0 for twelve weeks to train the student understand the mathematic numbers and 

arithmetic expression. It was also noted that the Calcularis 2.0 can be helped for the students having dyslexia. 

The results for this work show that, if a student opts this program, then there is a probability that the student 

may correct his dyscalculia and dyslexia issue within three months. Babu et al. [19] has tried to help the 
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guardians and parents whose children are suffering from SLD’s. In this work, they have developed a  

web-application which helps these children to have fast-recovery. The work provided a stimulating training 

environment where the disability problems can be overcome by making them a regular part of daily life. 

Dhamal and Mehrotra [20] main focus was to predict the SLD attaining highest accuracy. Hence in this 

work they have evaluated multiple ML methods such as DT, support vector machine (SVM), K-nearest neighbor 

(KNN), naïve Bayes (NB), logistic regression (LR), and gradient boosting (GB) for predicting the learning 

disability. They utilized a hospital dataset comprising of 630 individuals having sixteen attributes. The results 

show that the prediction accuracy for predicting the SLD is achieved more by the random forest (RF), DT, and 

GB. Kunhoth et al. [21] has presented an image dataset for the prediction of the dysgraphia. In this work, they 

have evaluated the image dataset using ML and DL techniques. In this study, they used handwritten picture data 

to diagnose dysgraphia utilizing a transfer learning process that included feature extraction as well as fine-tuning. 

They have also used an ensemble-learning strategy by training a set of deep convolutional neural network (CNN) 

classifiers that are customized for the task of recognizing handwriting. They additionally employed a feature-

fusion technique, which involves the merging of elements that are unique to the task of handwriting. To properly 

categorize regular as well as dysgraphia handwritten images, in this work they have extracted features using 

multiple handwritten tasks and have generated classifier for the ML methods. They have evaluated the dataset 

using RF, SVM, and AdaBoost (AB). Vilasini et al. [22] have proposed a DL method, CNN, for the detection of 

the SLD. Their main focus was to help the pre and primary school students suffering from the SLD. In this work, 

they used the students handwriting to predict whether the student is suffering from any kind of disability. The 

presented work was evaluated using a vision transformer model. The results show that the CNN predicts 

accurately but fails as the dataset only consists of handwritten images. Hence, this model is not efficient. 

Hewapathirana  et al. [23] provided mobile application to detect the SLD in a given individual. In this 

work, they have used DL (CNN) and ML (RF, SVM) methods for evaluating the individual. The results show 

that the CNN attained 99 percent for detecting letter dysgraphia, 99 percent for lexical dyscalculia, 92 percent 

for verbal dyscalculia. Further, the results for ML methods show that it attained 97 percent for number 

dysgraphia and 98 percent for practognostic and operational dyscalculia. The results indicate that by utilizing 

DL and ML methods, a high accuracy for the prediction of the SLD can be achieved. Modak et al. [24] 

evaluated a learning management system (LMS) which detects the SLD students and non-SLD students [24]. 

This work mainly focused on the dyslexia students. In this work, they have used natural language processing 

and ML (SVM, LR) to analyze the student for detecting whether the student is suffering from dyslexia or not. 

The proposed work has been evaluated using one dataset having two classes. The results show that the LR 

method attains better accuracy for the prediction of the SLD (dyslexia). From the literature survey, it can be 

said that each research work focuses on different work. Moreover, most of the researchers have used ML [25], 

[26] and DL method [27], [28] for predicting the SLD. Also, most of the methods have not focused on 

addressing the data imbalance issue and concept drift issues in their work. Hence, to solve this, in this work 

we present a methodology called EFAM-XGB in the next section. 

 

 

3. METHODOLOGY 

Here, a methodology has been introduced for the detection of dyslexia in a group of students. Consider 

a dataset which consists of various students having dyslexia students and non-dyslexia students. Let the dataset 

be described using 𝐸. From this the overall dataset can be represented using (1). 

 

𝐸 = {(𝑎1, 𝑏1), (𝑎2, 𝑏2), … , (𝑎𝑚, 𝑏𝑚)} (1) 

 

where, 𝑎𝑗 is used for defining all the characteristics of the dyslexia student and non-dyslexia student having  

𝑛-dimensionality vector. In 𝑎𝑗, the 𝑗 is given as 𝑗 = 1,2,3, … , 𝑚 for defining the overall size of the dataset 𝐸. 

Furthermore, 𝑏𝑗 is represented as 𝑏𝑗 ∈ {−1,1} for defining the output for each characteristic of 𝑎𝑗. The main 

focus of this work is to construct a detection technique 𝐺 which will predict whether the student is suffering 

from dyslexia using a EFAM-XGB. To predict whether the student is suffering from dyslexia or not, the 

dyslexia-level 𝐺 is defined using (2). 

 

𝐺: 𝐴 → 𝐵 (2) 

 

3.1. Architecture 

The architecture of the presented work, i.e., the detection and prediction technique 𝐺 for dyslexia has 

been given in Figure 1. The proposed architecture is divided into 5 phases. In the first phase, preprocessing of 

the overall dataset is performed. In the second phase, this work detects whether the data is classified as  

multi-label or binary. In the third phase, the dataset is trained using the proposed EFAM-XGB. In the fourth 
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phase, an optimization process takes place where K-fold is used if the data is imbalanced. Also, in the fourth 

phase, a best parameter is selected for training the imbalanced data which will help to predict the dyslexia 

students more accurately having minimal misclassification. In the last phase, i.e., phase 5, the EFAM-XGB 

verifies whether any drift exists in the detection and prediction technique 𝐺. If any drift is detected, the  

EFAM-XGB is trained again using the same dataset. The complete process of each phase has been explained 

in the subsequent sections. 

 

 

 
 

Figure 1. Proposed EFAM-XGB model for dyslexia Identification 

 

 

3.2. Extreme gradient boosting ensemble prediction model 

To summarize a collection of classification-rules generated using a tree-like structure (XGB) obtained 

through the given dataset, DT is a popular classification approach. There are three main elements that make up 

DT: the root-node, which represents the entire dataset; the decision-nodes, which describe splitting's as well as 

tests performed on every attribute; then the leaf-nodes, which describe the result of each classification. To 

establish better decisions, the DT algorithm repeatedly subdivides the initial training dataset into subgroups 

having higher characteristic values. Moreover, pruning is a technique used in DT to reduce over-fitting by 

removing some of the branches off of decision-nodes. Since more branches in a tree provide better information 

for making decisions, the highest possible tree level is a crucial hyper-parameter for controlling the 

computational complexities which has been considered in this work. 

Many ensemble methods have already been established to improve their methods efficiency by 

combining many DT. Some examples of these methods are the RF, ensemble tree (ET), and extreme-XGB 

methods. In RF, several DT are combined into one using the bagging method. In the same way as RF constructs 

DTs using every sample, ET [29] randomly selects set of features to be utilized in its tree-based ensemble-

learning method. Another difference between RF as well as ET is that RF improves DT splitting while ET 

generates splitting randomly. For improved performance and speed, many researchers turn toward the XGB 

method, a tree-based ensemble which utilizes gradient-descent and boosting to combine fundamental DTs [30]. 

The XGB is a sophisticated gradient-tree boosting-based set up capable of completely managing massive ML 

workloads. It has dominated Kaggle contests mainly because of its superior predicting ability and lightning-

fast training time. The aim behind this approach is to build a tree by repeatedly adding nodes and separating 

characteristics. Every time a tree is added, the XGB method learns an entirely novel function that corresponds 

to the previously projected residual. Consider 𝑧𝑗 as an input to the XGB method, 𝑧𝑗 as true-label and 𝑎𝑗 be the 

“raw prediction” before the sigmoid function, then, according to [29], [30], the objective function of the XGB 

model is defined as (3). 
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𝑀(𝑢) = ∑ 𝑚 (𝑧𝑗 , 𝐴𝑗
(𝑢−1)

+ 𝑔𝑢(𝑦𝑗 )) + 𝜌(𝑔𝑢) + 𝑑𝑜
𝑗=1  (3) 

 

where, 𝑚(. , . ) is used for defining the loss-function, 𝑢 is used for denoting the overall tree, 𝜌 is used a 

penalizing function to represent the methods complexity, 𝜌(𝑔𝑢) is used for denoting the penalty-regularization 

function and 𝑑 represents the constant. Further, the Taylor’s second-order expansion is given as (4). 

 

𝑔(𝑦 + ∆𝑦) ≈ 𝑔(𝑦) + 𝑔′(𝑦)∆𝑦 +
1

2
𝑔′′(𝑦)∆𝑦2 (4) 

 

By using (3) and (4), the (5) is obtained: 

 

𝑀(𝑢) ≈ ∑ [𝑚(𝑧𝑗 + 𝐴𝑗
(𝑢−1)

) + ℎ𝑗𝑔𝑢(𝑦𝑗 ) +
1

2
𝑖𝑗 (𝑔𝑢(𝑦𝑗))

2
] + 𝜌(𝑔𝑢) + 𝑑𝑜

𝑗=1  (5) 

 

where, ℎ𝑗 and 𝑖𝑗 is evaluated by using (6) and (7): 

 

ℎ𝑗 =
𝜕𝑀

𝜕𝑎𝑗
 (6) 

 

𝑖𝑗 =
𝜕2𝑀

𝜕𝑎𝑗
2 . (7) 

 

Further by discarding the constant variables from the (5), the (8) is obtained which simplifies the objective-tree 𝑢. 

 

𝑀(𝑢) ≈ ∑ [ℎ𝑗𝑔𝑗(𝑦𝑗) +
1

2
𝑖𝑗 (𝑔𝑢(𝑦𝑗 ))

2
]𝑜

𝑗=1 + 𝜌(𝑔𝑢) (8) 

 

Moreover, the XGB method cannot be fitted without the ℎ𝑗 and 𝑖𝑗 in the objective-tree. Hence, both 

the variables are important. For the dataset which has been classified as binary, the XGB method loss-function 

is defined cross entropy loss (CEL). This is defined as (9). 

 

𝑀 = − ∑ [𝑧𝑗log(�̂�𝑗) + (1 − 𝑧𝑗)log(1 − �̂�𝑗)]𝑜
𝑗=1  (9) 

 

where, 𝑧𝑗 is evaluated using (10). 

 

�̂�𝑗 =
1

[1+exp(−𝑎𝑗)]
 (10) 

 

Hence, in the case where binary classified dataset exists, sigmoid is used as the activation function. From this, 

the (11) is obtained.  

 
𝜕�̂�𝑗

𝜕𝑎𝑗
= �̂�𝑗(1 − �̂�𝑗) (11) 

 

3.3. Ensemble classifier performance optimization 

Many classification algorithms solely concentrate on reducing the loss-function, regardless of whether 

or not a characteristic or scenario was correctly classified. The fundamental concept behind EFAM-XGB is to 

provide higher weight to samples that are positive during the training process by increasing the quantity of 

weight assigned for the errors generated through the samples which are positive of an incorrectly classified 

class within the methods loss-function. In this EFAM method, only the misclassification scenarios have been 

considered. Consider 𝑂00 = 𝑂11, 𝑂10 = 𝑏(𝑏 > 0), and 𝑂01 = 1, hence, using this, the loss-function having the 

weigh factor can be represented using (12). 

 

𝑀𝑏 = − ∑ [𝑏𝑧𝑗log(�̂�𝑗) + (1 − 𝑧𝑗)log(1 − �̂�𝑗)]𝑜
𝑗=1  (12) 

 

where, 𝑏 is used for representing the optimization factor. Moreover, false negatives (FN) are more likely to 

incur further losses when b is above 1 and false positives (FP) are more likely to incur additional losses when 

b is below 1. Hence, to solve this, the first-order derivative of ℎ𝑗 and 𝑖𝑗 in (6) and (7) is taken which is given 

using (13) and (14).  
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ℎ𝑗 =
𝜕𝑀𝑏

𝜕2𝑎𝑗
= �̂�𝑗(1 − 𝑧𝑗 + 𝑏𝑧𝑗) − 𝑏𝑧𝑗 (13) 

 

𝑖𝑗 =
𝜕𝑀𝑏

𝜕2𝑎𝑗
2 = �̂�𝑗(1 − �̂�𝑗)(1 − 𝑧𝑗 + 𝑏𝑧𝑗) (14) 

 

whenever, there exists data imbalance, the EFAM method accuracy can be impacted hence, to solve this, a 

novel K-fold cross-validation (K-CV) has been presented in the next section.  

 

3.4. Feature optimization for imbalanced data 

This study improves the prediction method utilized by the industry-standard XGB by modifying the 

feature selection method. Improving CV to produce the smallest possible validation error benefits the feature 

selection method. To maximize the accuracy of the prediction methods, in this work a method called K-CV 

has been employed, in which the dataset is arbitrarily split across K subsets having equal-sizes. Following that, 

K-1 are utilized for building the dyslexia predictive method, while the remaining data is utilized to maximize 

the accuracy of the dyslexia predictive method predictions. Finally, the CV error is optimized by taking the 

average of the prediction errors for each possible value of K. Then, the characteristics having the most weight 

are prioritized, then the dyslexia predictive method having the lowest CV error is selected, all from a grid of 𝑙 
suitable outcomes. In order to choose features efficiently, the suggested CV approach involves two stages. The 

primary characteristics are chosen from feature subsets throughout the first stage. The chosen characteristics 

from the first stage are then used to build an accurate dyslexia performance predictive method in the subsequent 

stage. The existing single K-CV error used in the existing works can be represented using (15). 

 

𝐶𝑉(𝜎) =
1

𝑀
∑ ∑ 𝑃 (𝑏𝑗 , �̂�𝜎

−𝑘(𝑗)
(𝑦𝑗 , 𝜎))𝑗∈𝐺−𝑘

𝐾
𝑘=1  (15) 

 

Nevertheless, the (15) fails to detect the feature which impacts the accuracy of the prediction method. 

Hence, to solve this, this proposed work introduces a novel CV which selects the important features having 

higher importance which affects the accuracy of the prediction method is given (16). 

 

𝐶𝑉(𝜎) =
1

𝑆𝑀
∑ ∑ ∑ 𝑃 (𝑏𝑗 , �̂�𝜎

−𝑘(𝑗)
(𝑦𝑗 , 𝜎))𝑗∈𝐺−𝑘

𝐾
𝑘=1

𝑆
𝑠=1  (16) 

 

For selecting the ideal �̂� and to optimize the dyslexia prediction method given in (16), the �̂� is evaluated using (17). 

 

�̂� = arg min
𝜎∈{𝜎1,…,𝜎𝑙 }

𝐶𝑉𝑠(𝜎) (17) 

 

Moreover, the 𝑀 in (16) has been defined to denoted the training-size of the dataset, 𝑃(∙) represents 

the loss-function and �̂�𝜎
−𝑘(𝑗)(∙) is the function which is utilized for evaluating the coefficients. To build the 

most accurate dyslexia predictive method, we iteratively use (16), optimizing the error in training in the initial 

stage before passing the parameter values forward towards the second stage in order to learn and incorporate 

the feature's important characteristic within the method. By minimizing the objective-function utilizing the 

gradient descent method, an optimized solution for a given feature can be attained using optimization. Using 

the ranking algorithm 𝑟(∙) given in (18), the most relevant feature is chosen for the dyslexia predictive method. 

 

𝑟(𝑎) = {
0  𝑖𝑓 𝑛𝑗  𝑖𝑠 𝑛𝑜𝑡 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 

1   𝑖𝑓 𝑛𝑗  𝑖𝑠 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑎𝑠 𝑜𝑝𝑡𝑖𝑚𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝑚𝑜𝑑𝑒𝑙 𝑗 = 1,2,3, … , 𝑛
 (18) 

 

Further, the subset of features is built using (19). 

 

𝐹𝑠 = {𝑟(𝑛1), 𝑟(𝑛1), … , 𝑟(𝑛𝑛)} (19) 

 

Furthermore, we derive the optimal feature with the highest score over all possible K-folds instances using (20). 

 

𝐹𝑠𝑘
= {𝑟(𝑛1), 𝑟(𝑛1), … , 𝑟(𝑛𝑛)} (20) 

 

Finally, for the K feature subsets with the highest score, we calculate the frequency with which a certain feature 

was chosen using (21). 
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𝐹𝑠𝑓𝑖𝑛𝑎𝑙={𝑓𝑠(𝑝1),𝑓𝑠(𝑛2),…,𝑓𝑠(𝑛𝑛)} (21) 

 

where, 𝑓𝑠(∙) represents a scenario where the 𝑛𝑡ℎ feature may get selected or not. This can be defined using (22). 
 

𝐹𝑠(𝑎) = {
0   𝑖𝑓 𝑞𝑗  𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛 𝑙𝑒𝑠𝑠𝑒𝑟 𝑡ℎ𝑎𝑛 

𝐾

2
 𝑡𝑖𝑚𝑒𝑠, 𝑗 = 1,2,3, … , 𝑛

1  𝑖𝑓 𝑞𝑗  𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛 𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑜𝑟 𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 
𝐾

2
 𝑡𝑖𝑚𝑒𝑠, 𝑗 = 1,2,3, … , 𝑛

 (22) 

 

where, the (22) is utilized for generating the 𝑛′ selected features subset, where, the 𝑛𝑡ℎ is used to define how 

much a respective feature has been chosen for prediction. In order to construct a reliable dyslexia predictive 

method, we begin by selecting a subset of the dyslexia training data based on certain features. K-folds are 

constructed by performing 𝑆 iterations, with 𝑆 being the number of times through which randomness is reduced 

throughout the training process. In the second stage, a subset of features is chosen with the goal of lowering 

variance. When compared to the state-of-the-art ML-based dyslexia predictive methods, the presented  

EFAM-based dyslexia predictive method provides vast improvements in overall prediction accuracy. 
 

 

4. RESULT AND DISCUSSION 

This section studies the performance achieved using proposed EFAM-XGB based dyslexia predictive 

method over standard XGB-based classification methods. Further, the model is compared with existing 

dyslexia predictive methods [25], [28]. The proposed and other existing dyslexia predictive methods were 

implemented using Anaconda Python framework. The accuracies, sensitivity, specificity, precision, and  

F-measure are metrics used for validating the classification algorithm performance. The specificity for the 

predictive method is evaluated using (23). 
 

Specificity =
TN

TN+FP
 (23) 

 

where, 𝑇𝑃 denotes the true positive, 𝑇𝑁 denotes true negative, 𝐹𝑃 denotes false positive, and 𝐹𝑁 denotes false 

negative. Further, the sensitivity for the predictive method is evaluated using (24). 
 

Sensitivity

Recall
=

TP

TP+FN
 (24) 

 

The accuracy for the predictive method is evaluated using (25). 
 

Accuracy =
TP+TN

TP+FP+TN+FN
 (25) 

 

The precision for the predictive method is evaluated using (26). 
 

Precision =
TP

TP+FP
 (26) 

 

The F-measure for the predictive method is evaluated using (27). 
 

F − measure =
2∗Precision∗Sensitivity

Precision∗Sensitivity
 (27) 

 

4.1. Dataset construction 

Experiments were carried out using dyslexia [28] for this work. The dyslexia dataset [28] consists of 

various columns which describe the language vocabulary, speed, memory, visual-discrimination,  

audio-discrimination, survey-score and label of each participant. Each participant has taken a quiz having 

multiple question. From this quiz the speed, vocabulary, memory, audio and discrimination for every 

participant has been evaluated. For each correct answer they were given score for the respective section. As an 

additional measure, a survey-score' is determined using another survey. Based on this analysis, a 'Label' value, 

between 0 and 2, is generated. The student has a low, moderate, or high likelihood to suffer from dyslexia, as 

indicated by the numbers 0, 1, and 2, respectively. 
 

4.2. Dyslexia performance study 

The results for the performance study for the dyslexia classification in terms of accuracy, precision, 

recall, F1-score, and specificity have been given in Figures 2 to 6, respectively. In this section, the proposed 

EFAM-XGB has been compared with the existing DT, SVM-GS, RF-GS, and XGB. The accuracy, precision, 
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recall, F1-score and specificity have been evaluated for all the models as shown in Table 1. The results show 

that the EFAM-XGB shows better performance in comparison to the existing models. The Figure 7(a) shows 

the important features which have been considered by EFAM-XGB and Figure 7(b) shows the important 

features which have been considered by XGB model. 

 

 

  
 

Figure 2. Accuracy performance for dyslexia 

classification 
 

 

 

Figure 3. Precision performance for dyslexia 

classification 

  
 

Figure 4. Recall performance for dyslexia 

classification 

 

Figure 5. F1-score performance for dyslexia 

classification 
 

 

 
 

Figure 6. Specificity performance for dyslexia classification 
 

 

Table 1. dyslexia classification performance study 
 Accuracy Precision Recall F-score Specificity 

DT 82.6 82.6 82.8 82.6 82.4 
SVM-GS 92.2 92.0 92.4 92.2 92.2 

RF-GS 93.05 92.5 93.8 93.1 92.8 

XGB 96.4 97.0 95.33 96.6 95.8 

EFAM-XGB 98.7 98.66 98.65 98.67 98.67 
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(a) (b) 

 

Figure 7. Feature importance analysis using: (a) EFAM-XGB and (b) XGB for performance dyslexia classification 

 

 

5. CONCLUSION 

The prediction of dyslexia using a quiz or by taking a test of student using multiple questions is very 

challenging tasks. In the recent years the ML and DL techniques have shown better performance for the 

prediction of the dyslexia. Nevertheless, these techniques fail to provide better performance accuracy when 

there exists concept drift in the dataset and the data is imbalanced. Hence, to solve this in this work a EFAM-

XGB has been presented. This solves the data imbalance issues and concept drift issues while predicting 

whether the student is suffering from dyslexia or not. To solve this issue, in this work, a novel weight method 

has been presented. For the selection of the best features, in this work a K-CV method has been presented. The 

presented EFAM-XGB has been evaluated using dyslexia dataset. The results show that the EFAM-XGB 

provides better performance to predict whether the student is suffering from dyslexia even when there exists 

model drift issue due to data imbalance. Also, the proposed EFAM-XGB considers more features for providing 

accurate prediction when compared with the previous methods. From all the results, it can be seen that the 

proposed EFAM-XGB predicts dyslexia with higher accuracy. For, the future work, the proposed EFAM-XGB 

can be evaluated using other dyslexia’s such as dysgraphia and dyscalculia. Also, the error during the training 

process for the multi-label classification can be reduced. 
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