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 Face recognition has attracted a lot of interest in the fields of computer vision 

and pattern recognition given its extensive applications in security, 

surveillance, and human-computer interaction. Many linear and non-linear 
classifiers have been introduced to bring about effectiveness in face 

recognition, however, the problem of occlusion, light conditions and changes 

in face persist. The Heskes-self-organizing map (SOM) counter propagation 

network (CPN) model leverages the competitive learning and self-organizing 
features of SOM CPN with Heskes layer to improve the effectiveness and 

accuracy of face recognition systems. Heskes-SOM CPN was implemented 

and evaluated on MATLAB R2016a using 600 images captured with the aim 

of digital camera. The implemented model was trained with 360 face images 
and tested with 240 face images using accuracy, sensitivity, specificity, and 

false positive rate as performance metrics at four distinct threshold values of 

0.23, 0.35, 0.50, and 0.75. The major objective of the research was achieved 

by investigating with 50×50 and 200×200 face dimensions. Empirical results 
and statistical evidence established that Heskes-SOM CPN has high accuracy 

of approximately 97.92%, high specificity of 98.33%, high sensitivity of 

99.44%, and a very low filter performance rating (FPR) of 1.67%. Therefore, 

Heskes-SOM CPN is presented as a novel CPN model for face recognition.  
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1. INTRODUCTION  

Face recognition is an inherent ability in humans, however, machines are now equipped with the same 

ability to recognize human faces through pattern recognition [1], [2]. Face recognition is essential in several 

fields, such as security, surveillance, education, and human-computer interaction and its application is fast 

increasing [3]–[9]. The three basic stages involved in face recognition are shown in Figure 1 as situated in 

studies [10]–[12], while it may be four or five stages in some cases [13], [14]. Several linear models have been 

successfully implemented for face recognition, however, the advent of artificial neural network (ANN) has led 

to the implementation of some non-linear models which are more accurate in handling face recognition  

[14]–[16]. Nevertheless, there is still need for improved models that can better handle differences in facial 

expressions, varying illumination conditions, occlusion, and changes in face, as these challenges still limit face 

recognition systems in real life application [17]–[19]. Study has established that improving the classification 
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stage will lead to improvement in the face recognition ability of models [20]. Therefore, this study presents the 

implementation and evaluation of an improved classifier for face recognition.  

 

 

 
 

Figure 1. Basic components of face recognition system [12] 

 

 

Classification is a crucial stage in face recognition and classifiers with high accuracy can help in 

overcoming the identified face recognition poblems [21], [22]. Various classifiers have been developed to 

handle classification in face recognition domain [20]. Additionally, ANN has spurred great improvement in 

classifiers used in face recognition leading to the introduction of convolution neural network (CNN) [8], [15], 

recurrent neural network (RNN) [23], and counter propagation network (CPN) [10]. CPN is of interest in this 

study due to its self-hybrid learning procedure. Nielsen [10] postulated CPN in 1987 by combining supervised 

and unsupervised learning, hence, it primarily consists of two layers, which are a vector quantization layer 

(VQL) called Kohonen self organizing map (SOM) layer introduced by Teuvo Kohonen in 1984, followed by 

a classification layer known as Grossberg layer [10]. Today, CPNs are multilayer networks that operate by 

combining the input, clustering and the output layers for face recognition [24]. The basic structure of CPN is 

shown in Figure 2. Modification of either Kohonen (middle) layer and Grossberg (classification) layer or both 

layers of CPN has led to various variants of CPN, which includes fuzzy CPN [25], adaptive CPN [24], revised 

CPN [26], improved SOM, modified CPN [13], and parallel CPN [27]. However, none of these CPN variants 

has been able to fully overcome the problems of face recognition.  

 

 

 
 

Figure 2. Basic structure of CPN [27] 

 

 

Recently, Villman et al. [28] described new CPN variants including Heskes-SOM CPN, neural gas 

(NG) CPN, and a few others. These newly described CPN variants are resulting from the modification of either 

the middle layer or classification layer of the original Kohonen CPN [10]. However, these new variants were 

only described, but were neither implemented nor evaluated. Only NG CPN has been recently implemented 

[14]. There is need to not only implement these newly described CPN variants, but to equally evaluate their 

performance for face recognition. Therefore, this paper presents the implementation and evaluation of  

Heskes-SOM CPN for face recognition.  

This study is significant and relevant as it implements Heskes-SOM CPN to improve the competitive 

learning process of CPN [10] by merging the inherent topological mapping capabilities of SOM [29] with the 

energized continuous learning process introduced by Heskes [30] for better classification. This is made possible 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 1, February 2025: 204-212 

206 

by replacing the Kohonen SOM layer with Heskes-SOM layer. Therefore, the implemented Heskes-SOM CPN 

model replaces the middle Kohonen-SOM layer with Heskes-SOM layer because it has similar learning 

procedure according to Villman et al. [28] and the scheme of Heskes-SOM CPN is expressed in (1). The input 

is X, the middle layer, which is the Heskes-SOM layer is expressed in (2), and the classification layer (C-layer) 

remains the same as that of the original Kohonen CPN as expressed in (3). This study presents the 

implementation and evaluation of Heskes-SOM CPN for face recognition because Heskes-SOM CPN yields 

high accuracy, sensitivity and specificity, and would be able to tackle face recognition issues. Heskes-SOM 

CPN is presented as a novel CPN variant through empirical performance evaluation and statistical validation 

using scattered line graphs. 

 

XHeskes−SOM⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ W Crisp⃗⃗ ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

 ∑(x,W)
 Ξ 

Perceptron⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

      y(x)
ℒ (1) 

 

  
 Crisp⃗⃗ ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   

 ∑(x,W)
 Ξ  

 ℒ (2) 

 

 Ξ 
Perceptron⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

      y(x)
ℒ (3) 

 

The remaining sections of this paper are arranged as follows: the connected works are reviewed in 

section 2. Section 3 describes the methodology employed, including the training and testing phases of the 

algorithm. Section 4 compiles an analysis of the empirical result and discussion, while section 5 presents the 

conclusion of the study and recommendation. 

 

 

2. RELATED STUDIES 

Adeyanju et al. [13] conducted a performance evaluation of an improved self-organizing feature map 

(SOFM) and modified CPN techniques in face recognition using 6 face images from 40 individuals taken with 

a digital camera to construct an Africa database with 240 face images. MATLAB was used for the  

pre-processing of the images, and local histogram equalization was used to normalize them in order to improve 

their contrast. Each image was reduced in size from 600×800 pixels to four alternative dimensions: 50×50, 

100×100, 150×150, and 200×200 pixels using principal component analysis (PCA). SOFM and modified CPN 

techniques were used as classifiers for face recognition and evaluated with best selected similarity threshold 

value, while 140 images were used for training and 100 images for testing. According to the results of this 

study, modified CPN performed better at face recognition than SOFM in terms of computation time and 

recognition accuracy as performance metrics [13]. 

Gosavi et al. [31] performed a comprehensive analysis of various feature extraction methods, 

including active shape model (ASM), active appearance model (AAM), Gabor features, template-based, and 

others, coupled with various neural classification networks for face recognition, including CNN, 

backpropagation neural network (BPNN), radial basis function (RBF), and probabilistic neural network (PNN). 

The strategies used in the literature's methodologies and algorithms were examined, and it becomes clear that 

each one is distinct and performs at its best. These strategies were further compared in the study based on their 

benefits and drawbacks. Therefore, probabilistic bayesian neural networks (PBNN) and CNN are shown to be 

more accurate than the others, however these two have some minor drawbacks, most notably image scaling [31]. 

Kortli et al. [12] carried out a thorough comparison on several well-known strategies for local, holistic, 

and hybrid approaches, and a taxonomy of the categories they fall under was presented by outlining the benefits 

and drawbacks of the schemes of each technique in terms of robustness, accuracy, complexity, and 

discrimination. The database utilized for facial recognition was one intriguing aspect highlighted, while the 

most popular databases, including those for supervised and unsupervised learning were described in general. 

The most intriguing techniques' numerical findings were presented along with information about the 

experiments and problems they were used to solve. Finally, a thorough assessment of future approaches for 

facial recognition systems was included in the study. 

Villman et al. [28] presented a description of new CPN variants in a recent work based on the 

modification of different layers of the conventional CPN that was first proposed by Nielsen in 1987 [10]. 

Various VQL were explored in details, as well as how to send the data to the classification layer. The 

information bottleneck paradigm was examined in relation to this, and thoughts on network training were given. 

As a result, unlike in the original approach, both layers were not handled individually during training. To put 

it more specifically, detailed description of the vector quantization of the model was described. 

Olagunju et al. [14] introduced NG convolutional polynomial neural network (CPNN) as a novel model 

for face recognition. The study was based on replacing the middle Kohonen layer with a NG layer because both 
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layers have similar functionality as VQL. The study was implemeneted using MATLAB2016a, while the model 

showed a high sensitivity, high specificity and low computational time. However, despite the contributions of 

various studies reveiewed, it is clear that the challenges of face recognition still persist and there is need for a non-

linear model that can better recognize human face. This identified gap informed this study.  

 

 

3. METHOD  

The methodology used in this research includes data collection, pre-processing, feature extraction, 

face classification and results evaluation. A dataset of 600 digital camera-captured facial images was used to 

implement the Heskes-SOM CPN model. Captured face images were pre-processed by improving image 

quality through histogram equalization [32], while image resolution were reduced in sequence to 50 by 50 and 

200 by 200 pixels by PCA. Figure 3 shows the grayscale face images. The model was implemented using 

MATLAB2016a, while dimentionally reduced 360 images and 240 images were used during the training and 

the testing phases respectively. Sensitivity, specificity, accuracy and false positive rate (FPR) were the 

performance metrics used to evaluate the model's adaptability to changes in facial features as used by  

Adeyanju et al. [13], while threshold values were established at 0.23, 0.35, 0.50, and 0.75. Figure 4 shows the 

flowchart of the training and testing phases of the Heskes-SOM CPN. 

 

 

 
 

Figure 3. Grayscale face images 

 

 

 
 

Figure 4. Flowchart of face training and testing phases using heskes-SOM CPN algorithm 
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4. RESULTS AND DISCUSSION 

The results and discussion of the performamce of Heskes-SOM CPN using specificity, sensitivity, 

accuracy, and FPR as evaluation metrics is presented in this section. The image resolution has no effect on the 

performance of Heskes-SOM CPN, but the threshold value has significant effect as different results were gotten 

at different threshold values. Heskes-SOM CPN model performed admirably with a high sensitivity of 99.44%, 

high specificity of 98.33%, high accuracy of roughly 97.92% and an extremely low FPR of 1.67% as shown in 

Table 1. It has 179 true positive (TP) out of 180 at threshold from 0 to 0.23 with only 1 false negative (FN), 

while it has 51 true negative (TN), and 9 false positive (FP); which implies that it correctly classified 179 face 

images out of 180 trained face images, and correctly recognized 51 untrained face images out of 60. That is, it 

precisely recognized 230 face images out of 240 testing images. These findings show that Heskes-SOM CPN 

is robust and reliable across a range of face dimensions. Therefore, statistical and empirical findings support 

the usefulness of Heskes-SOM CPN in face recognition.  

 

 

Table 1. Evaluation results of Heskes-SOM CPN 
Threshold TP FN FP TN Sensitivity (%) Specificity (%) Accuracy (%) FPR (%) 

0.23 179 1 9 51 99.44444 85 95.83333 15 

0.35 178 2 6 54 98.88889 90 96.66667 10 

0.5 177 3 3 57 98.33333 95 97.5 5 

0.75 176 4 1 59 97.77778 98.33333 97.91667 1.66667 

 

 

4.1.  Sensitivity evaluation 

Figure 5 presents the sensitivity results of Heskes-SOM CPN, showing 99.44%, 98.89%, 98.33%, and 

97.78% at 0.23, 0.35, 0.5, and 0.75 threshold values respectively. Heskes-SOM CPN has its highest sensitivity 

of 99.44% at the lowest threshold range of 0 to 0.23, and its lowest sensitivity of 97.78% at the highest threshod 

range of 0.51 to 1.0; this implies that sensitivity of Heskes-SOM CPN is inversely propotional to threshold 

values as shown in Figure 5. However, face dimension does not affect sensitivity of Heskes-SOM CPN because 

the model yieded the same result at 50×50 and 200×200 face resolutions. It should be noted that in real life 

application, threshold range for the implementation should be set from 0 to 0.23 to get a high sensitivity. 

Generally, using sensitivity as a parameter to test the performance of Heskes-SOM CPN at 50×50 and 200×200 

pixel gives a high sensitivity across the threshold values.  

 

 

 
 

Figure 5. Sensitivity evaluation of Heskes-SOM CPN 

 

 

4.2.  Specificiy evaluation  

Figure 6 presents the results of performance of Heskes-SOM CPN offering 85%, 90%, 95%, and 

98.33% at 0.23, 0.35, 0.5, and 0.75 threshold values respectievly. This indicates that the model has high 

specificity across the threshold values, which implies that its specificity is directly proportional to the threshold 

values. It also implies that the specificity of Heskes-SOM CPN is highest at the highest threshold. Its highest 

specificity is 98.33%, while its lowest specificity is 85%. However, image dimension does not affect the 

specificity of Heskes-SOM CPN.  
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Figure 6. Specificity evaluation fo Heskes-SOM CPN 

 

 

4.3.  Accuracy evaluation of Heskes-self-organizing map counter propagation network 

Figure 7 shows the accuracy results of Heskes-SOM CPN as 95.83%, 96.67%, 97.5%, and 97.92% at 

0.23, 0.35, 0.5, and 0.75 threshold values respectievly. It is obvious that accuracy increases as threshold values 

increases, that is, accuracy is also directly proportional to threshold value. Therefore, threshold values from 

0.51 to 1.0 should be chosen to achieve high accuracy for real life application because Heskes-SOM CPN has 

its highest accuracy at the highest threshold range of 0.51 to 1.0.  

 

 

 
 

Figure 7. Plot of accuracy evaluation of Heskes-SOM CPN 

 

 

4.4.  False positive rate evaluation 

The proportion of positive cases that were incorrectly classified as negative by Heskes-SOM CPN is 

low. Figure 8 shows the result of FPR of Heskes-SOM CPN as 15%, 10%, 5% and 1.67% at 0.23, 0.35, 0.5 

and 0.75 threshold values respectively. Highest FPR of Heskes-SOM CPN at threshold range of 0 to 0.23 is 

15%, while its lowest FPR is 1.67% at the highest threshold range of 0.51 to 1.0. FPR is inversely proportional 

to threshold values, with its lowest FPR of 1.67% at 0.75 threshold value. Generally, FPR has inverse 

relationship with the performance of the models. Therefore, low FPR indicate high performance of  

Heskes-SOM CPN model, which makes it reliable for face recognition. 
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Figure 8. FPR evaluation of Heskes-SOM CPN 

 

 

4.5.  Result validation 

The validation of the result is established using sensitivity and accuracy as shown in Table 2.  

Heskes-SOM CPN performs better than the original CPN implemented by Adeyanju et al. [13] at 50×50 image 

resolution. However, the number of testing and training images used in the two studies varied, which may be 

responsible for the difference in the performance of the system.  

 

 

Table 2. Validation of results 
Evaluation metrics Sensitivity (%) Accuracy (%) 

CPN 83 81 

Heskes-SOM CPN 99.44 97.92 

 

 

5. CONCLUSION 

The implementation and performance evaluation of Heskes-SOM CPN has been successfully carried 

out in this research. By utilizing sensitivity, specificity, accuracy and FPR as performance evaluation metrics, 

it has been empirically established that Heskes-SOM CPN has great prospect in face recognition due to its 

outstanding performance across various thresholds. The evaluation results of Heskes-SOM CPN implemented 

as a new CPN variant revealed extremely high sensitivity of 99.44%, high specificity of 98.33%, excellent 

accuracy of 97.92%, and significantly low FPR of 1.67%, which makes it an excellent choice for face 

recognition application. This non-linear model will contribute significantly in solving the identified problems 

in face recognition domain. This research has not only implemented Heskes-SOM CPN, but it empirically 

established that Heskes-SOM CPN is a novel model with high sensitivity, specificity, accuracy and low FPR. 

This implies that the performance of Heskes-SOM CPN is significantly high in face recognition. The validation 

conducted equally revealed that Heskes-SOM CPN outperformed the original CPN, and it has the chance of 

outperforming other existing linear and non-linear algorithms in real life application. Therefore, Heskes-SOM 

CPN should be embraced in real life scenario. A wider scope performance evaluation can be carried out 

between Heskes-SOM CPN and the existing face recognition algorithms to determine which one performs best 

in future studies. Additionally, in future research, others variants of CPN described by previous researchers 

can be implemented using the same number of training and testing images to further check if there could be 

any variant which could have better performance than Heskes-SOM CPN.  
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