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The idea of tracking video objects has evolved to facilitate the area of
surveillance systems. However, most current research efforts lie in speedy
abnormal event detection and tracking of objects of interest tracking.
However, the primary challenge is dealing with complex video structures'
inherent redundancy. The existing research models for video tracking are
more inclined towards improving accuracy. In contrast, the consideration of a
more significant proportion of mobile object dynamics, e.g. abnormal events,
in motion over the crowded video frame sequence is mainly overlooked,
which is essential to study a specific movement pattern of the object of interest
appearing in the frame sequence concerning the cost of computation factors.
The study thereby introduces a unique strategy of speedy abnormal event
detection and tracking, which facilitates video tracking to assess a specific
pattern of object of interest movement over complex and crowded video
scenes, considering a unique learning-based approach. The extensive

simulation outcome further shows that the proposed tracking model
accomplishes better tracking accuracy yet retains an optimized computation
cost compared to the baseline studies. The computation of video tracking also
accomplishes higher detection rates even in the challenging constraints of
partial/complete occlusion, illumination variation and background clutter.
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1. INTRODUCTION

With the growing security demands, surveillance systems are commonly deployed. The background
idea of abnormal event detection also includes an object of interest tracking (OIT) when it comes to analysing
the specific movement patterns of objects [1]. The mechanism of identification and tracking of video objects
(ITVO) is associated with computer vision with a broader range of applications [1]. The prime notion of ITVO
is to extract logical information from streams of video feeds to facilitate better understanding and practical
interpretation of dynamic scenes [2]. ITVO is considered one of the most critical applications contributing to
video surveillance systems. There has been a growing interest among computer vision researchers towards
analysis of densely crowded environment in a video sequence for precise detection of OIT which could appear
in the form of an abnormal event. The abnormal event detection and tracking problem from crowded video
scenes have been motivated by the ubiquity of surveillance cameras, challenges in crowd modeling and the
importance of crowd monitoring for various applications. Here the challenge is not to analyse the normal crowd
behaviour but to detect the deviations among OIT movement patterns which differs from the other objects
mobility dynamics within the video scenes these are referred as anomalous or abnormal events. However,
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ITVO has many other wide range of applications, including security applications, autonomous vehicles,
human-computer interaction, sports analysis, healthcare, marketing, and retail [3], [4]. Some of the complex
problems in visual tracking is people tracking and traffic density estimation [5], [6]. ITVO has also been
extensively studied under motion estimation techniques. Various schemes are being evolved to deal with the
ITVO aspects and fulfil the requirement of video surveillance applications. Bombardelli et al. [7] stated the
conventional algorithms developed by researchers are able to tackle only some of the issues in object tracking,
however, they still do not provide a foolproof solution. The scope of the study attempts to explore the abnormal
events that could take place in the captured video data, and in that aspect, the design objective aims to study
and track the behaviour of the object of interest that could be either abnormal movement of non-pedestrian
entities in the walkways, or it could be anomalous pedestrian movement patterns. A few instances of
abnormalities could occur due to different objects of interest and their anomalous movement patterns, including
bikers, skaters, and small carts. However, several challenges are associated with the conventional ITVO study
models, which further derive the scope of this research [8].

The extensive review of literature considered analysing a set of related baseline strategies which have
mostly considered machine learning and statistical computing-based modeling for video object tracking
considering abnormal event detection and tracking and also worked on the similar line of research. The
exploration of baseline strategies mostly narrowed down to the abnormal event detection strategies which have
been inspired from the sparse dictionary-basis vector learning strategy and utilized non-negative matrix
factorization (NMF) methods to improvised the tracking of unusual events and object of interests from the
video sequence. The study also explored the related design methodology which have also followed the similar
processes of analytical modeling consisting of data acquisition, pre-processing, feature engineering, and many
other essential standard steps and customized their own strategic methods for feature engineering and feature
learning prospects [9]-[12]. The baseline strategy of Ren et al. [13] extensively illustrated the significant and
potential advantages of NMF in robust extraction of intrinsic feature attribute structures from the video data
and also derive its scope of enhancement towards robust and cost-effective OIT from abnormal events-oriented
video scenes. It also shown how useful the NMF is to deal with the decomposition of multivariate data [14].
At present, there exist various forms of related studies which have also focused on developing ITVO models
for precise object detection and tracking purpose. Aghili [15] introduced an ITVO framework which adopts
the adaptive scheme of kalman filter (KF) for detection and tracking of moving objects over the given video
scenes. The design strategy is found suitable for fault tolerant operations even in the presence of challenging
constraints. Banerjee et al. [16] considered developing an adaptive optimization strategy based 1TVO
framework towards multiple objects tracking where the strategy considers the involvement of Viterbi algorithm
and KF. A specific learning based ITVO framework has been designed considering convolutional neural
network (CNN) in [17], [18]. In their study addressed the occlusion problem and introduced a gradient model
of multi-channel 1TVO framework. The experimental results claim to attain better consistency and
classification performance. The adoption of CNN is also found in the work of Kim and Ha [19] where the
strategy mostly covers ITVO of an object considering stable foreground. However, the computational aspect
of the model is mostly overlooked. Li et al. [20] addresses the problem of saliency in ITVO and further
introduces a semantic based approach to overcome the challenges during object tracking scenario.
Su et al. [21] utilized CNN for key point detection on ITVO. A similar approach of deep-learning based
approach for selection and extraction of local features also could be seen in [22].

The study explores the research trend in ITVO and identifies the gap that restrict the evolution of this
research track. The identified research problems in the existing mechanism of object detection and tracking
viz: i) majority of the studies are mostly inclined towards single moving object detection and tracking where
its associated dynamics were not much studied under motion estimation techniques; ii) it can also be seen that
even though significant research effort had been laid towards designing an efficient ITVO system but very
lesser existing studies have addressed the challenge of discriminating a specific movement pattern of moving
objects from other moving objects considering dynamic crowd oriented video scenes analysis; iii) even though
majority of the research approaches of ITVO explores different learning-based strategies but their focus is
mostly on improving the tracking accuracy rather considering the aspects of cost of computation. It is also
observed that very few strategies have explored the compelling ideas of NMF and least-square approach to
explore the sparsity factors of features and learns from the features to improve the performance of feature
extraction modeling, whereas these methods are suitable for dimension reduction and appropriate feature
computation considering lexicon vector based dictionary construction modeling unlike other computationally
expensive feature extraction methods; and iv) also in the existing studies maximum utilization of
learning-based methodologies are found which demands for higher computing resources during processing and
storage utilization which affects the tracking speed from the perspective of computational performance which
has never been judged in majority of the existing system. Therefore, a scope remains in learning-based solution
where smart amendment and strategic modeling of feature computation could retain effective tracking
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performance in ITVO yet balance the computational factors in the presence of constraints such as partial or
full occlusion, background clutter problem, and illumination variation.

The contribution of the study is as follows: i) in the proposed system context the analytical strategy
for speedy abnormal event detection and tracking (SAEDT) follows simplified computational steps of
execution which are not at all similar to the existing baselines of deep learning and other NMF based tracking
models; ii) the customized NMF in the proposed systems learning aspects not only reduces the dimensionality
of the complex video data but also retain appropriate feature computation considering feature engine structure
reposit (FESR) modeling which forms a dictionary for the purpose of effective feature learning; iii) the design
strategy here employs an efficient feature extraction mechanism with sparse combination learning strategy that
not only contributes towards enhancing tracking accuracy for target mobile objects but also towards faster
tracking with reduced computation cost; iv) it has to be noted that the proposed strategic model has tactfully
dealt with the features and with limited features only the model is trained which reduces the computational
burden to the system resources which is lesser explored in the existing baseline models; v) the novelty of this
approach is that it can differentiate specific movements of mobile object of interest from other mobile objects
that appear over crowded scenes; and vi) the experimental results further claim its effectiveness in terms of
accuracy and cost of computation.The next section discusses about adopted method of proposed study.

2. METHOD

The study introduces a novel computational framework design and modelling for abnormal event
detection and tracking in the research context of ITVO. Here, the study aims to analyse the object of interest
movement through SAEDT by processing different instances of surveillance video sequences. The study
assumes that to design and develop an effective video tracking system; the primary criteria is to meet the
requirements to deal with the inherent redundancy of video structures. Considering this aspect, the strategic
execution workflow modelling of the SAEDT framework is proposed. The study constructed model for FESR
for appropriate feature computation. Here the study formulated a customized and strategic feature extraction
model execution workflow namely FESR which is influenced from the concept of dictionary learning [23],
[24]. The formulation of the feature extraction considers block-size modeling to update the feature vector with
respect to block entities which also represents the essential pixel attributes. It also implements a
column-oriented structure modeling for the representation of frame block entities and finally updates the FESR
for the purpose of dictionary based learning paradigm where an efficient sparse combination modeling also
utilized [25]. Here the system also utilizes statistical functionalities to evaluate the proposed feature extraction
process for sparse dictionary-basis vector learning strategy.

2.1. Design challenges in object of interest tracking from abnormal events

The traditional practices of ITVO, precise detection and tracking of abnormal events is a challenging
task based on what installed surveillance cameras capture. The traditional practices of OIT are pretty
labor-intensive and require non-stop human attention, making the process never-ending and boring. The
possibilities also arise where the chances of abnormal events become significantly less, making 99% of the
effort of watching the videos go wasted. The current research practices are more inclined towards automatic
detection and tracking of abnormal events, which meets the requirements for present or emerging computer
vision applications [26], [11]. It has to be noted that OIT in the form of abnormal event detection and tracking
is not a typical classification problem, as difficulties arise in listing out all the possible negative samples [25].

2.2. Data acquisition for UCSD dataset

The data acquisition of the considered dataset [27] of UCSD anomaly detection took place with the
stationary cameras installed at an adjacent elevation of walkways. The mounted cameras were subjected to
overlook the movement patterns of pedestrians over the walkways. The dataset is considered to model the
SAEDT workflow strategy where walkways in the video data frames have variable crowd density, which ranges
from sparse to extremely crowded scenes. In the normal settings, video frames appear with pedestrians walking
over the walkways as recorded by the mounted cameras.

2.3. Dataset description

The study in the design and modeling of SAEDT framework considers the UCSD dataset [27] for the
purpose of experimental design and analytical simulation modeling. It aims to construct a basis for automatic
OIT from abnormal events. Here the standard video dataset v,=[v, , v, -+ v;] is splitted into two subsets which
could be analytically represented as (1):

Vq:Vvg < {vp U v} 1)
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Here v, represents the original video dataset which is splitted into training video data (v,) and testing video
data(v.,). Here the video footage recorded from each scene was splitted into video clips v; of N number of
frame sequence (F,) where N=200. Here the entire dataset consists of {v, (i)}, such that vy=[v, , v, - vy]
which is further splitted into {v(i)}/-; and {v.(i)}Z, such that {v, (i)}~ € vy and {ves(D)}L, S vy. The
total frame sequence TF, for training dataset of {v,(i)}_, is computed with (2).

TF, = N X v,(i) )
Similarly the computation of total frame sequence (TF,,)for testing dataset {vts(i)}?=1 is also computed with (3).
TFis = N X vgg(0) 3)

Here dataset of v, is splitted into a ratio of TF,: TF,s which appears to be 63% TF; for training data out of v,
and remaining 36.99% forTF,. The research study also explores both training and testing frame sequence such
as F; € {v;, v} and its corresponding data description to understand its structure of representation from the
perspective of computational analysis. The next stage of operational process considers data exploration for
SAEDT framework.

2.4. SAEDT: video data exploration

The video data exploration process in SAEDT framework initially locates the selected training data
of v, (i) € v, and locates its corresponding directory tree structure vector (dS) for each v,(i). Here the
numerical computational approach further applies and explicit function of f;(x) « [dS, F;] to compute the
attribute of location information (dS,,.) for the respective frame F; of specific type t. The study further
computes the frame location structure Fy,.[struc] for individual {F (j)}Z,. Here w indicates the upper bound
correspond to F;. Here the computing process of F,.[struc] generates a structure array with several fields such
as {Fname,, dt,, sF;, Flag,, sdts}. The field Fname, indicates name of the particular file/folder, whereas dt,
refers to modification date and time stamp associated with that particularF (j). sF; refers to the size of F(j)
and Flag, indicates whether the file correspond to directory or not. Finally sdts indicates the serial date number
for the particular file.If the system of f;(x) performs concatenation on the two different sets such as sy, s, ,
here s, represent the partial location information structure and s, represents the attributes of the field of name
for Fname; in the form of string for all the respective Fname}”,: Fname”,V V(i) and then it can be
represented as (4):

515, ={ejeyie; € 51,6, € s,(D)}wherel <i<w 4

The process flow further enables another explicit function of f,(x) which basically reads the frames {F;};_,
considering sy, s, and perform digitization of the individual F;. The computational approach further applies the
same workflow model of execution for v, (i) S v, where each v.(i) also consists of {F;}}_;.

2.5. SAEDT: construct feature engine structure reposit for feature extraction

The computation process strategically models this process of FESR for the purpose of effective feature
computation to facilitate OIT. Here the computation considers the attributes from the previous phase which are
s1,S, and the system also enables reading of the {F;}}_; using f,(x) from UCSD anomaly detection dataset.
The computation generates the numerically computable representation of the {F;}}Z, in the form of F;. Here the
system also applies a novel block-size (Bs*) modeling considering (m,n) for F; € v, (i) € vqwhich is further
used for FESR modeling. Here the system also considers the number of frames for training(nF;).The strategy
of feature computation and exploration initially divide the block size into m-by-m which is further passed to an
implicit function of f5(x) along with F;. Here the computation considers m-by-m blocks of B; (m*) € Fjinto a
column structure of S.,,;. Finally, S.,; comprises of the concatenated columns in the form of matrix. The
construction of FESR model basically creates bucket brzsz Which considers the size of (m3 x x x €). Here the
computation of € can be performed as (5):

_ M

=" ©)

The computing process further enables the block-based FESR modeling where initially it considers the x
number of frames and also creates another F;, which is a null high dimensional matrix of sizerow, col, m. The
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computation of Fj, can be represented as (6). The algorithm of FESR feature extraction modeling is provided
as (6):

Fj; « Fj[row,col,m;,;]where1<j<x,0<i<4 (6)
Here the value of k is computed as (7):
Kk =nF;—m @)

SAEDT: Algorithm for design of FESR in feature extraction process
Input:s_1,s 2, [{F j}] (=) wev_t ()cv_d

Output: p FESR

Begin

Lnits 1,5 2, [{F i} (=)W

2. Apply: f 4 (x)

3 Process: [{F_j}] _(j=1)*w in the form of F_j

4.1F 6(F_j )<E*3

5. Reduce: o(F_j )=E"1

6. Else

7. Consider F_j of E*1

8.Set [Bs] ~3,nF j

9. Divide block_size(m-by-m) for F_j.

10. Apply: f 5 (x)

11. [S_col (m"2xy) «<B] _j (m"2) // organizes the frame blocks (pixels) into a column structure
12. S col=[B_1,B 2,B 3...B j]

13.b_FESR of (m"3xyX¢)

14. For j«1 tok

15. For i<-0 tom-1

16. F j2<F j[row,colm_(i+1) ]

17. End

18. End

19. Update b FESR (m”3xy) // block-oriented FESR

20. Mean computation using Eq. (10)

21. Feature Vector: fv= [b_FESR (m"3xy)] _j where 1<j<y
22. Normalization of fvl

23. Update b FESR (m”3xyxg)«— [b_FESR (m"3xy)] _fvi

End

The computing process further also initializes the cell_blocks in FESR and for each m; it updates the
Fj, [row, col, i]. The computing process further also divides the Fj, into (m x m) blocks and column-wise
arrangement considering f5(x) and update S, = [B; , By, B3 ... B;]. The feature vector computation takes place
with (8).

fv = bpgsg(m® x x)jwherel< j<y @)
The further computation perform subtraction of u from fv as (9):

frl=({r—u ©)

So that the summation of fv1 remains 1. Further computation also normalize the feature vector fv1 and store
the values of fv1 to bpggr(m3 X x).

2.6. SAEDT: feature learning strategy based on effective sparse factorization

The proposed study has explored the potential advantages of NMF with sparseness in dimensionality
reduction of features where it can effectively deal with the inherently nonnegative data. The study formulates
a customized approach for non-negative matrix approximation which even though follows the fundamental
steps of NMF. The idea of sparse NMF has evolved for the purpose of computation of parts-based, linear
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representation of non-negative data. Ren et al. [13] claims that even though standard factorization of data
matrix utilizes singular value decomposition (SVD) which is incorporated over principles component analysis
(PCA) but these methods lack effectiveness when the dataset consists of sequence of frames and textural
attributes. However, for many dataset of image sequence and text, the original data matrices are found non-
negative. If there is a non-negative video representation data € RV*T, then the NMF factorization basically
factorize the N x T dimensional data of V into non-negative factors of W € R¥*¥ and H € R**T such (10)
can be satisfied.

V=WxH (10)

Here k represents the basis components for NMF factorization into W € RY¥*¥ with the lower dimensionality
factor which also implies the number of clusters Figure 1.

P~ X

H (Encoding)

V (data matrix) W (Basis)

Figure 1. Decomposing V data matrix into W, H with NMF [28]

The NMF makes use of these three metrics to describe the decomposition of features with potential
physical meaning which helps in appropriate feature computation and learning for object of interests. Here k
dimension also presents the features of the data and it is selected in such a way to satisfy the constraints
(N + T)k < NT. Considering the data matrix V, the decomposition of W = H takes place which is shown in the
Figure 1. Here, H implies which feature is related to which F; and with what intensity factor(/;). The objective
of the method NMF is to minimize the distance between V, W x H while preserving the non-negativity of W, H.
The problem formulation of distance minimization in the form of cost can be shown with (11).

MIN - E = |[V =W x H||* w.r.tW&Hs.tW,H > 0 (11)

Here E implies the error which is minimized with respect to the desired sparseness of w;, — S, andh; — S,,.
The NMF algorithm in the proposed workflow of feature learning strategy aims to obtain W, H for the given
sparsity constraints which is measured by I, norm of the vector.

2.7. SAEDT: object of interest detection and tracking

One the feature matrix is generated along with the learning of the model, the next strategic module of
SAEDT performs the abnormal event detection and tracking in the form of OIT. Here initially it considers the
test video sequence of {vts(i)}?=1 < v, and compute the ground truth GT. Here initially the computing process
again execute the SAEDT: Algorithm 2 design and updates the metrices of X (m3, ) for decomposed matrix
form of F..eV. Further the system computes the distance factor in the form of probabilistic measure
P « prob(X(m3, £): VF,..€V in the measure of squared outcome and further compute the summation of the
overall probabilistic measure with (12).

Ep = 3/3X(m3,¢) (12)

The computation further obtain the ground truth annotated {vts(i)}?=1 C v, data and check the
dimensionality of individual F; and the strategic execution of the proposed tracking model SAEDT further
employs another strategic function of f-(x) which basically evaluates the testing and validation considering the
ground truth value GT, E i, W (Emin). The computation of appropriate block-representation also forms feature
vector with essential feature entities which helps in matrix factorization and sparse coding. The analysis of
block-coordinate descent factors also helps converging towards global optimum features which is essential for

learning. Here the feature extraction process basically helps the learning strategy for achieving two goals where
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the first goal is effective representation of features and the second is to find normalized optimum feature
combinations from the redundant surveillance video information.

3. RESULTS AND DISCUSSION

The study considers MATLAB 2015a mathematical computing software along with the system
configuration of processor: Intel(R) Core (TM) i5-8250U CPU @ 1.60 GHz 1.80 GHz, installed RAM: 12.0
GB and system type: 64-bit operating system, x64-based processor to realise the formulated analytical
algorithms of SAEDT framework. SAEDT evaluation criteria considers a set of performance metrics such as
computation of specificity, precision, recall, and F1_score along with cost of computation in the form of
processing time to justify the SAEDT system outcome. The visualization of the Fj,.[struc] and its
corresponding computed attributes from the training video clip 1 can be shown in Table 1.

Table 1. Visualization of F),.[struc] and its corresponding attribute

Fields Fnamel dt2 sF3 Flag4 sdts
1. F(1) 17-Oct-2012 06:16:26' 38056 0 7.351592614120371e+05
2. F(2) '17-Oct-2012 06:16:26' 38026 0 7.351592614120371e+05
3. F(3) '17-Oct-2012 06:16:26' 38008 0 7.351592614120371e+05
4. F(4) '17-Oct-2012 06:16:26' 38044 0 7.351592614120371e+05
200.  F(200) '17-Oct-2012 06:16:26' 38052 7.351592614120371e+05

The study evaluated the proposed SAEDT tracking model over ten training video clips and estimated
the performance metrics of recall, precision, specificity, F1-score, and feature extraction time for different test
instances. The study considers comparative analysis by comparing the precision measure of SAEDT with the
existing baseline studies by [29]-[32]. The outcome in Figure 2(a) clearly shows that the proposed SAEDT
attains comparable outcome for the measure of precision which is approximately 0.99812. On the other hand,
faster R-CNN also attains precision score of 0.986 and 0.984 respectively. Several research [29], [32] approach
do not ensure better precision outcome. It is quite clear that the SAEDT not only accomplishes better tracking
accuracy but also its strategic modeling has significantly reduced computational burden to the training model.
Figure 2(b) shows that comparison outcome of F1-score. The comparative analysis of F1-score also shows that
the proposed SAEDT outperforms the approach of Fang et al. [33], the study explored many related baseline
approaches and their design approaches which follows slightly different evaluation strategy considering
sparsity based abnormal event detection. The study further evaluated the complexities associated with the
existing works and normalized or approximated their outcome with mean computation and further synthetically
generated the comparable data with respect to precision, F1-score, specificity, and sensitivity and computing
time to show the effectiveness of the proposed system. That means in the proposed system the precision score
is found approximately 0.99812 which is found on average 0.89122 in the case by [29] even in the presence of
occlusion and illumination variation constraints.

=
N

0.988

0.98572
0.99812 0.986 0.984 0.986

[

.8912:

0.984

e
o

g
= —
s = SAEDT 2 0.982
o 2
- 58976 M Ou, W approach E
§ 0.6 @ 098 W SAEDT
c m Songze Lei approach 5
‘o E] ® Fang et al.
5 W Faster R-CNN uw 0.973
F] 0.4 =
2 Phadke et al. 0.976
0.2
0.974
0 0.972
Measure of Precision Measure of F1-score
(@) (b)

Figure 2. Comparison of (a) precision and (b) F1-score measure with popular baseline studies
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The insights into the research, comparisons and analysis shows that the accuracy outcome of the
proposed study also found comparable with the existing baseline solutions with significant improvement over
the processing speed. It has to be also noted that the proposed strategic modeling accurately tracks object of
interest from the abnormal event even in the presence of various constraints such as partial or full occlusion,
illumination variation, and background clutter. The comparable feature extraction time is also found on an
average of 0.128124 ms which also ensures its applicability over wide range of realtime survellaince
applications. It has to be noted that this proposed research study inclines with the thoughts on the gap extracted
by the same authors in [34], [35].

4. CONCLUSION

The study in this manuscript introduces a proposal for the conceptual modeling of effective ITVO
model which balances the trade-off that exist between tracking accuracy and the cost of computation factors in
the measure of algorithm execution time. The entire strategic modeling is simplified with optimized flow of
functional execution where the methods of NMF makes the features appropriate for learning from both
appropriateness and computation point of view. Here the feature learning strategic model basically improvises
the learning from unlabelled data. Here the selected features also undergoes for extraction of unique
combinations where column-wise unit representation unit norm to prevent over-fitting. The extensive
simulation results show that the proposed strategy of SAEDT outperforms the existing techniques and also
addresses the complexity problems of deep learning models in tracking of significant events where abnormal
objects movement patterns are tracked among other mobile objects presence in a dynamic and complex video
scene of pedestrians. The tracking model performance is evaluated under a specific dataset. However, its
integration can be tested for other video clips as well. The novelty of this approach is it attains faster and
accurate tracking performance even in the presence of occlusion, clutters, and other constraints. The future
research work also focus towards building another cost-effective predictive modeling of SAEDT considering
mode complex dataset and parameterized constraints.
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