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 Medical image segmentation and classification plays a vital role in nerve 

block/region identification, particularly for anesthesiologists relying on 

instinctual judgments. However, due to patient-specific anatomical 

variations, these methods sometimes lack precision. This research focuses on 

addressing the problem, by incorporating novel ensembling method of 

ResNet-50 and support vector machine (SVM) to achieve segmentation of 

dataset images and classification of nerve blocks respectively. The said 

novel ensemble model is trained on a publicly available dataset consisting of 

more than 16,800 images. The sole purpose of this work is to address the 

problem of peripheral nerve blocking (PNB) with the usage of ensemble 

modelling, while achieving the highest possible accuracy. This research will 

help practitioners in accurately identifying the location of brachial plexus 

and distinguishing the type of nerve block to be injected – interscalene and 

supraclavicular. The model, which integrates ResNet50 and SVM classifier, 

achieved a commendable 99.27% accuracy in identifying and classifying the 

brachial plexus region.  
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1. INTRODUCTION 

Anesthesiologists have always intuitively recognized nerve blocks and regions through the 

segmentation of medical images [1]. When it comes to precisely where to deliver anesthesia, they typically 

rely on their intuition and experience. However, because each patient's area of administration has unique 

dynamics, this process may not always produce 100% accuracy. As a result, blood pressure (BP) nerves can 

be found on ultrasonography pictures that identify nerve structures. Identification can be difficult even for 

specialists in the field since speckle noise and echo disruptions [2] can cause the ultrasound pictures to 

become distorted. By using pain management catheters, this treatment acts as a help and facilitates 

practitioners' ability to operate on nerves efficiently, which eases processes like peripheral nerve blockage 

(PNB) and regional anesthetic [3], [4].  

There have been several works that focused on the detection of brachial plexus region [5] in the 

inputted ultrasound images; but this approach involves detection as well as segmentation of the brachial 

plexus region, into supraclavicular and interscalene [6], and this work would be the first of its kind. The 

concepts of supraclavicular and interscalene nerve blocks are medically complex, and a practitioner needs to 

be able to thoroughly differentiate between them. An interscalene nerve block is injected between the 

muscles of the neck region, which is in between the scalene muscles. This nerve block specifically affects the 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2252-8938 

Int J Artif Intell, Vol. 13, No. 4, December 2024: 4939-4947 

4940 

nerves that extend to the shoulders and the upper arm and provides effective anesthesia for operations 

performed on the same. On the contrary, a supraclavicular is injected above the collarbone, in the region just 

above the shoulder, and it affects the brachial plexus nerves in a similar manner, except for the fact that it 

provides anesthesia for the entire arm, and hence is used for operations that involve hand, forearm and elbow 

regions. 

Residual network with 50 layers (ResNet50) and support vector machine (SVM) hybrid model 

combines the strengths of convolutional neural networks (CNNs) and traditional machine learning algorithms 

to create a powerful classification system. ResNet50, a variant of the deep residual network architecture, 

serves as the feature extractor, leveraging its ability to capture complex hierarchical patterns in images. The 

pretrained ResNet50 model is utilized to extract high-level features [7] from input images, preserving spatial 

relationships and semantic information. These extracted features are then fed into a SVM classifier, which 

excels in handling high-dimensional feature spaces and finding optimal decision boundaries. 

The decision of choosing between the right nerve block depends on the complexity of surgical 

procedure and the considerations of the anesthesia provider. Anesthesiologists carefully assess the patient's 

medical history, current health status, and the nature of the surgical procedure to determine the appropriate 

type and amount of anesthesia. Practitioner’s tailor the dosage to each patient's specific requirements, 

ensuring optimal anesthetic effects and minimizing risks. In the event of unexpected complications or 

emergencies during surgery, they must be prepared to respond quickly and adjust the anesthesia dosage to 

address the situation while maintaining patient safety. 

The paper is organized into five sections. The first section shows the introduction part. The second 

section is literature review, focused on existing research related to our study. The third section is 

methodology, which details our approach and techniques applied. The fourth section is results and discussion, 

which presents our findings. Finally, the conclusion section summarizes the findings and future work. 

 

 

2. LITERATURE REVIEW 

Kaye et al. [8] clearly and concisely delineated the distinctions between supraclavicular and 

interscalene nerve blocks. They presented evidence from several studies indicating that, from a safety 

standpoint, interscalene blocks are often preferred. However, both interscalene and supraclavicular blocks are 

endorsed as highly safe methods for administering regional anesthesia, particularly when applied with 

ultrasound guidance. This assessment underscores the importance of choosing the appropriate nerve block 

technique based on safety, efficacy, and the specific clinical context, highlighting the advancements in 

ultrasound-guided regional anesthesia practices.  

Gao et al. [9] conducted a survey on UTNet, a hybrid transformer for medical image segmentation, 

which combines convolutional networks with self-attention modules. It demonstrates superior performance 

and robustness, showing promise for medical vision, although this field remains largely unexplored.  

Dhabhai and Gupta [10] examined medical data growth, emphasizing SVM's efficiency in image 

classification. Their review highlights SVM's accuracy and effectiveness for managing expanding medical 

image datasets. 

Maruyama et al. [11] compared medical image classification accuracy across SVM, artificial neural 

network (ANN), and CNN models. They investigated the impact of low-quality images on accuracy using 

JPEG and DICOM datasets, finding CNN to outperform others in efficiency and accuracy. Cai et al. [12] 

analyzed big medical data's role in medical imaging with deep learning, highlighting its success in image 

detection, segmentation, and classification. They discussed challenges, 5G's impact, and predicted intelligent 

medical device advancements. 

Zhou et al. [13] introduced a novel active contour model for medical image segmentation, utilizing a 

unified Gaussian distribution framework. It combines global and local energy terms to enhance contour 

evolution and precision. Adaptive weighting improves handling of intensity inhomogeneities, showing 

superior efficiency and accuracy in extensive synthetic and real image tests. Shah et al. [14] explored rice 

disease detection using deep learning and transfer learning with models like ResNet50, achieving up to 

99.75% accuracy. This research serves as a reference for understanding the performance of Inception V3, 

VGG 16, CNN, and ResNet50 frameworks for classic detection problems.  

Ikechukwu et al. [15] compared ResNet-50, VGG-19, and traditional training for classifying 

pneumonia from chest x-rays. Highlighting deep learning's high computational demands, they noted dropout 

regularization's role in efficiency. Their approach achieved a 92.03% recall, matching fine-tuned pre-trained 

models. Khairandish et al. [16] explored magnetic resonance imaging (MRI) brain image classification and 

tumor detection using a CNN-SVM hybrid. Achieving 98.4959% accuracy, this methodology demonstrates 

the hybrid's effectiveness, utilizing statistical functions and the BRATS 2015 dataset, derived from earlier 

versions, for comprehensive analysis and significant tumor detection advancements. 
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Ding et al. [17] segmented the brachial plexus in ultrasound images using MallesNet, based on  

R-CNN and enhanced with short-lived climate forcers (SLCF) and stochastic average gradient (SAG) for 

detailed contrast and spatial features. A local dataset of 101 patient images validated the method's 

effectiveness. Bowness et al. [18] compared anesthesiologist assessments and AI-generated color overlays by 

ScanNav on ultrasound images for ultrasound-guided regional anaesthesia (UGRA). Utilizing dice and 

Hausdorff coefficients, they analyzed various nerve blocks, finding both human and AI approaches highly 

accurate, with humans showing consistent scores and AI exhibiting minimal variation. 

Jo et al. [19] explored supraclavicular block segmentation using computer-aided diagnosis (CADx) 

and CNNs, contrasting traditional image datasets with video data for enhanced Standard Chartered Bank 

(SCB) administration. They integrated ResNet for classification and U-Net for segmentation within a 

cascading framework, offering an in-depth comparative analysis of various CNN models, enhancing 

detection and segmentation accuracy. Tian et al. [20] evaluated 12 deep learning models for brachial plexus 

segmentation in ultrasound images, critical for anesthesia. U-Net excelled with 68.50% intersection over 

union (IoU) but slow processing, whereas LinkNet balanced speed and accuracy, ideal for real-time use. 

Challenges include a small dataset and the need for future advancements.  

 

 

3. METHODOLOGY 

The following system architecture in Figure 1 clearly portrays the working methodology and 

required parameters. For a better understanding. The phases in the suggested model are shown in this process 

flow diagram. Following are the main modules of the flow diagram: ultrasound image dataset, data 

preprocessing module, model training, model evaluation, and regional classification. Each module has its 

own usage, to produce the final masked image of the ultrasound images. Incorporating separate models for 

segmentation and classification helps in achieving results with higher accuracy. SVM algorithms are widely 

known for their excellent performance in image classification.  

 

 

 
 

Figure 1. Process flow diagram of the proposed segmentation and classification model 

 

 

3.1.  Ultrasound image dataset 

A dataset has been used, which is available on Kaggle [21], for an extensive dataset is needed to 

train both ResNet and SVM models. This dataset consists of raw images of brachial plexus that were 

manually annotated by humans. It is noteworthy that individuals who annotated these images are trained 

professionals and are asked to annotate the images where they are confident of identifying the presence of 

brachial plexus. Given that it is all human annotated data, there will undeniably be presence of Noise, 

Artifacts, and even potential mistakes. Elimination of these irregularities needs to be carried out so that they 

won’t hinder the result. 

 

3.2.  Data preprocessing 

Data preprocessing [22] in image segmentation denotes the set of techniques applied on raw image 

data, before being given as an input to a machine learning model for segmentation tasks. Image segmentation 
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involves dividing an image into meaningful and distinct regions or objects. To improve the segmentation 

model's performance and the quality of the input data, effective data preprocessing is essential. Some of the 

common data preprocessing techniques with respect to image segmentation and classification are image 

resizing, normalization, noise reduction and mask generation. Several preprocessing techniques have been 

imposed on the input raw images, which are described as follows. 

 

3.2.1. Image resizing 

Image resizing [23], as a preprocessing technique, provides uniformity, computational efficiency, 

model compatibility, generalization, overfitting prevention, reduced training time, data augmentation. Image 

resizing is a fundamental preprocessing step that addresses issues related to data consistency, computational 

efficiency, and model compatibility. It plays a crucial role in preparing image data for various machine 

learning tasks, including image segmentation, by creating a standardized input format for the model. 

 

3.2.2. Data normalization 

Data normalization [24] is a preprocessing technique used to scale and transform input data to a 

standard range, making it easier for machine learning models to learn patterns and generalize well to new, 

unseen data. Normalization process typically involves adjusting the scale and distribution of the data without 

changing its inherent structure. The key aspects include consistent scaling, convergence speed, mitigating 

sensitivity and saturation avoidance. This is a crucial preprocessing step in image segmentation and 

classification activities and ensures that the input data is in a suitable form for the machine learning 

algorithm.  

 

3.2.3. Gaussian filtering 

Gaussian filtering [25] is an image filtering technique that involves convolving an image with a 

Gaussian function, which in turn, is a mathematical function that represents a normal distribution, often used 

in image processing for its smoothing properties. This process involves sliding the Gaussian Kernel over the 

image and computing a weighted average of the pixel values within the kernel's neighborhood. Gaussian 

filter is a bell-shaped curve that assigns weights to the central pixels while gradually decreasing weights as 

you move away from the center. Key aspects of Gaussian filtering include smoothing, edge detection and 

feature extraction. 

 

3.2.4. Binary masking 

Binary masking [26] is a preprocessing technique commonly used in image segmentation and 

classification tasks. It involves creating a binary image, also known as a mask, that highlights or isolates 

specific regions or objects of interest within the original image. It typically contains values of 0 and 1, where 

0 represents the regions not of interest, and 1 represents the regions of interest. Binary masking is used for 

several tasks such as region of interest (ROI) extraction, foreground-background separation and training data 

modification. Figure 2 illustrates the resultant preprocessed image for an exemplar ultrasound image.  

 

 

  

 

 
 

Figure 2. Ultrasound image before and after preprocessing 

 

 

3.3.  Splitting the data 

Data splitting, or dividing the data into training and testing sets, is an important stage in machine 

learning that allows you to assess a model's performance. Data splitting is performed to evaluate how well 

the model generalizes to new, unobserved data. With respect to the proposed approach, the dataset has been 

split into a ratio of 80:20.  
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3.4.  Residual network with 50 layers 

ResNet-50 [27], often referred to as residual network with 50 layers, is a deep CNN architecture that 

has shown impressive performance segmentation, object recognition, and photo classification. ResNet-50 

belongs to a family of ResNet architectures introduced to provide ways of training deep neural networks. 

ResNet 50 is used for segmentation, because it consists of skip connections, used to facilitate deep learning 

networks which mitigate the most common vanishing gradient problem. Algorithm 1 describes the working 

process of ResNet50 for image classification. 

 

Algorithm 1: ResNet50 algorithm 

Input: Input image X, Residual block functions Fi for i = 1, 2, n, Learningrate α 

Output: Classification result 

1. Initialize the convolutional and batch normalization parameters 

2. for i = 1 to n do 

3.  Forward pass through the residual block: 

4.  y = Fi(X) 

5.  Update X = y 

6. end for 

7. Global average pooling: X = GlobalAvgPool(X) 

8. Fully connected layer: y = FC(X) 

9. Softmax activation: y = Softmax(y) 

10. Return y 

 

3.5.  Support vector machine classifier 

The aim of SVM [28] is to find a hyperplane which separates different classes in the feature space. 

Ultrasound imaging of the brachial plexus is a medical imaging modality used to visualize nerves in the 

shoulder region. SVM classifier can be employed for the classification of input images to differentiate between 

different structures or conditions. It is advantageous for classifying the brachial plexus in ultrasound images by 

learning and recognizing patterns in the extracted features, ultimately assisting healthcare professionals in 

making accurate diagnoses. Algorithm 2 describes the working process of SVM for image classification. 

 

Algorithm 2: Image classification using svm  

Input: Training data (Xi, yi), Kernel function K, Regularization parameter C, Unlabeled image Xtest 

Output: Predicted class label for Xtest 

1. Preprocess the data: Feature extraction, and normalization 

2. Initialize the parameters: w = 0, b = 0 

3. Choose a kernel function K 

4. Construct the kernel matrix H using K: Hij = yiyj K(Xi, Xj) 

5. Initialize Lagrange multipliers αi = 0 for i = 1, 2, . . . , N 

6. for t = 1 to Niter do 

7.  Compute the SVM decision function: f(X) = ∑N
i=1 αiyiK(Xi, Xj) + b 

8.  Compute the hinge loss: L = 1/2 ∥w∥2 + C ∑N
i=1 max(0, 1 − yif (Xi)) 

9.  Compute the gradients of L with respect to w and b 

10.  Update the parameters using gradient descent 

11.  Project α onto the feasible set 

12. end for 

13. Classify the test image: 

14. Compute the decision function for Xtest: f (Xtest) = ∑N
i=1 αiyiK(Xtest, Xi) + b 

15. Predicted class label: ypred = sign(f (Xtest)) 

16. Return ypred 

 

3.6.  Ensemble model 

Ensembling ResNet50 with a SVM [29] can create a robust and effective model for various machine 

learning tasks. ResNet50 excels at feature extraction from complex data, particularly in image recognition 

tasks. By combining its deep learning capabilities with an SVM classifier, the ensemble model leverages the 

strengths of both models. ResNet50 extracts intricate hierarchical features, and SVM refines the decision 

boundaries based on these features, resulting in a more accurate model. This approach leads to an improved 

performance, as the ensemble benefits from the complementary strengths of deep learning and traditional 

machine learning techniques.  
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4. RESULTS AND DISCUSSION 

The following section depicts the performance of the proposed ResNet50+SVM ensemble model in 

classifying the input ultrasound images. While previous works addressed the usage of pre-trained models in 

achieving the same, none of the works emphasized the usage of ensemble approaches, which proved 

themselves to be more efficient than traditional models, especially in classification problems. The results 

mentioned earlier can be displayed as tables, graphs, or figures. The research discussion is made into several 

sub-sections, namely confusion matrix, receiver-operating characteristic curve (ROC)-area under the curve 

(AUC), accuracy curve, loss curve, and user interface. 

 

4.1.  Confusion matrix and ROC-AUC curve 

In the following confusion matrix in Figure 3, a lower number of false positives indicates that the 

model is making fewer mistakes in predicting positive instances when they are not actually positive. 

Similarly, a lesser number of false negatives indicates that that the model is making fewer mistakes in failing 

to identify positive instances. Figure 4 illustrates the ROC-AUC curve with a high value of true positive rate 

(TPR). When the TPR, also known as sensitivity, approaches 0.99, it indicates that the model is performing 

exceptionally well in correctly identifying positive instances.  
 

 

  
 

Figure 3. Confusion matrix of ensemble model 
 

Figure 4. ROC-AUC curve of ensemble model 
 

 

4.2.  Accuracy curve and loss curve 

The following Figure 5 clearly indicates that the ensemble model’s accuracy is reaching near-100 

scores (99.27). In an ensemble model, the training data influences the model's learning process, and this 

learned knowledge is then applied to make predictions on the testing data. Cross-entropy loss function is 

illustrated in Figure 6. Training loss measures how well the model fits training data, while testing loss 

measures how efficiently the model will generalize new and unrevealed data, and hence testing loss needs to 

be evaluated on a separated dataset.  
 

 

  
 

Figure 5. Accuracy curve of the ensemble model 
 

Figure 6. Cross entropy loss function of the ensemble model 
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4.3.  User interface 

The result of classification is to be shown using a graphical user interface (GUI). The following 

figures depict the GUI “image classification App”, which takes a raw user-selected ultrasound image as an 

input. The output, which is a binary mask, is represented in the same GUI. Figures 7 and 8 depict the classes 

under which the preprocessed images are classified, namely interscalene and supraclavicular. 
 

 

  

Interscalene 

 

Figure 7. Image classified as interscalene 
 

 

  

Supraclavicular 

 

Figure 8. Image classified as supraclavicular 

 

 

5. CONCLUSION 

In summary, the primary objective of this work was to develop a highly accurate model for 

predicting the presence of the brachial plexus nerve region in limbs and classifying it into "interscalene" and 

"supraclavicular" nerve blocks. This classification is essential, since it helps anesthesiologists determine the 

type of nerve block, they need to inject, for a particular patient. Although results for previously proposed 

approaches were promising, brachial plexus anatomy can vary significantly among individuals, including 

variations in branching patterns and positional relationships with surrounding structures. In addition, 

extracting relevant features from ultrasound images to represent the anatomical structures of the brachial 

plexus accurately can be challenging, since it is essential for classification accuracy. Owing to these 

challenges, employing Resnet50 along with an SVM classifier aims at providing precise outputs which are to 

be used as an aid by practitioners. While the current focus is on the brachial plexus and ultrasound image 

inputs, the trained model will be adapted and expanded to encompass various other anatomical regions with 

appropriate modifications to the algorithms and diverse image datasets through data augmentation. This work 

sets the foundation for broader applications and collaborations with similar projects, laying the groundwork 

for advancements in medical image analysis. Looking ahead, there are several promising avenues for future 

research and development. 
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