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 In light of recent outbreaks like COVID19, the use of online-based learning 

streams (i.e., e-Learning systems) has increased significantly. Institutional 

efforts to boost student achievement have made precise predictions of 

academic success a priority. To analyze student sessions-streams and 

anticipate academic success, e-learning platforms are starting to combine 

data mining (DM) with machine-learning (ML) techniques. Recent research 

highlights the difficulties that ML-based methods have while dealing with 

unbalanced data. In tackling ensemble-learning, we combine several ML 

algorithms to select the most appropriate approach for the given data. 

Current ensemble-based approaches for predicting student achievement, 

nevertheless, don't do exceptionally well, particularly when it comes to 

multi-label classification, because they don't factor the relevance of features 

into their approaches. This study presents multi-label feature aware 

XGBoost (MLFA-XGB) method that improves upon the previously used 

ensemble-learning technique. The MLFA-XGB makes use of a robust cross-

validation approach for gaining a deeper understanding of feature 

relationships. The experimental results demonstrate that in comparison with 

the state-of-the-art ensemble-based student achievement predictive 

approach, this suggested MLFA-XGB based approach provides much higher 

accuracy for prediction.  
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1. INTRODUCTION 

Educational and industrial training has shifted beyond the traditional offline method towards a digital 

online-mode, known as an e-learning environment [1], because of the proliferation of internet access alongside 

the development of technological devices. The importance within an e-learning environment was driven 

strongly throughout the COVID-19 outbreak when every school was switched to a fully online instructional 

method. A trustworthy and precise approach for predicting performance among learners [2] is difficult to 

provide. Academic achievement for learners can be enhanced using individualized curriculum if an efficient 

evaluation approach is developed by analyzing session recordings from an online learning environment.  

The biggest problems with today's e-learning systems [3] originate from the fact that they don't 

allow for the sharing of material that can be customized to each student's unique preferences and learning 

approach. In order to better understand each student, educators have placed an emphasis on using adaptive 

https://creativecommons.org/licenses/by-sa/4.0/
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personalization strategies [4]. Machine-learning (ML) and data-mining (DM) techniques were just recently 

put to the mission of predicting academic success for individual students. As illustrated in Figure 1, DM has 

been employed to gain valuable information through the session-streams information of a particular e-

learning platform's learners, which in turn has improved decision-making and increased productivity [5]. The 

applications of DM and ML in a variety of sectors, like organization, information security, and educational 

opportunities [6] show great promise. Education data-mining (EDM) [7] is a relatively new discipline that 

aims to improve teaching methods, learner profiles and academic outcomes [8]. Various kinds of data make 

up the EDM, including records of administrative actions, records of learner session-streams operation, and 

records of learner academic achievement. EDM datasets were made available in [9], [10], which gathered 

information from several online resources. They used several ML models along with an ensemble-learning 

technique to forecast how well students will do throughout the course of study. The results demonstrate that 

the ensemble approach provides the most accurate predictions. Nevertheless, these approaches failed to 

create a feature affecting prediction approach, leading to low accuracy in classifying whenever the 

information considering multi-label classification and imbalanced data problem.  

 

 

 
 

Figure 1. Architecture of proposed 

 

 

The primary aim of this study is to develop a robust learner prediction approach which predicts 

accurately student grades throughout a given course by developing multi-label feature aware (MLFA)-XGB 

to effectively analyze learner session-streams e-learning information. The model is very effective in 

classifying the performance of students considering three different classes such as weak, average, and good. 

The proposed model achieves much higher accuracy than current ML and ensemble-based approaches.  

Manuscript organization. In section 2 the detailed survey of various existing methodologies and 

their limitations have been highlighted. The proposed methodology is discussed in section 3. The experiment 

study using student session stream data is given in section 4. The last section significance of work is given 

and future research direction for enhancing student performance prediction outcomes.  

 

 

2. LITERATURE SURVEY 

In the literature survey section, several studies have been discussed, each focusing on predicting 

student performance using ML algorithms in various educational settings. These studies leverage different 

datasets, feature selection techniques, and ML algorithms to forecast academic achievement and enhance the 

quality of education. In [11], [12], the primary objective was to predict student performance at different 

stages of course delivery using ML. Two separate datasets representing course delivery at 20% and 50% 

completion stages were meticulously analyzed. The study begins with a feature analysis to gain insights into 

the dataset's nature, which informs the selection of ML algorithms and their parameters. A systematic 

approach based on the Gini index and p-value is proposed to choose a suitable ensemble learner from six 

potential ML algorithms. The experimental results indicate that the proposed ensemble models achieve high 

accuracy and low false positive rates for both datasets at all stages.  

In [13]–[15], this research focuses on undergraduate datasets from two distinct universities and aims 

to predict student achievement at two points during course delivery. It follows a similar approach to [16], 
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with the selection of ML algorithms and parameter optimization. A multi-split methodology based on the 

Gini index and p-value is employed to optimize a bagging ensemble learner from six foundation ML 

algorithms. The experimental findings show that the suggested bagging ensemble models deliver good 

accuracy for the target group in both datasets. Figure 1 shows the proposed architecture.  

The central focus of Shahzad et al. [17] was on predicting student performance during online 

interactive sessions using a dataset collected from digital electronics education and design suites. The dataset 

captures student interactions during online lab work, including text editing, keystrokes, time spent in 

activities, and exam scores per session. The research introduces a prediction model consisting of 86 statistical 

features, categorized into three broad groups: activity type, timing statistics, and peripheral activity count. 

Feature selection is used to retain influential features, and five popular classifiers, including random forest 

(RF) and support vector machine (SVM), are employed. The model aims to predict whether a student's 

performance will be low or high. Three different scenarios for model evaluation are considered, and the 

results demonstrate exceptional classification accuracy, with RF achieving the best performance at 97.4%. In 

[18]–[20], this study focuses on predicting final exam grades of undergraduate students using their midterm 

exam grades as source data. It employs various ML algorithms, including K-nearest neighbors (KNN), RF, 

SVM, naïve Bayes (NB), and logistic regression (LR), to make predictions. The dataset comprises academic 

achievement grades of 1854 students in a Turkish Language-I course. The proposed model, based on only 

three parameters (midterm exam grades, department data, and faculty data), achieved a classification 

accuracy of 70-75%. This study is essential for establishing a learning analysis framework in higher 

education and aiding in decision-making processes, particularly for identifying students at high risk of 

failure.  

Pongpaichet et al. [21] introduces a ML approach to predict student performance in an online 

learning environment via the Maharat platform at Taif University, following online learning training 

standards in Saudi Arabia. Feature extraction is performed using hybrid optimization, and the SVM technique 

is applied for predictions. The primary objective is to forecast academic achievement and assess the quality 

assurance of online training programs. Descriptive-analytical methods are used to analyze sample opinions 

about quality assurance. This study bridges the gap between online learning standards and student 

performance prediction, contributing to enhancing the quality of online education. Several researchers [22], 

[23] proposes a multi-output hybrid ensemble model that utilizes data from the superstar learning 

communication platform (SLCP) to predict grades. It uses the XGB model to predict mid-term and final 

grades, achieving an accuracy of 78.37%, surpassing comparison models. Additionally, the gradient-boosting 

model is employed to predict homework and experiment grades, outperforming comparison models in mean 

squared error. This multi-output hybrid ensemble model provides insights into how grade predictions can 

improve both student learning quality and teacher teaching effectiveness [24].  

In summary, these studies collectively employ ML algorithms to predict student performance and 

enhance the quality of education. They leverage various datasets, feature selection techniques, and ensemble 

learning methods to achieve high accuracy in predicting academic achievements, ultimately contributing to 

the improvement of educational processes and outcomes. Each study offers unique insights and 

methodologies, catering to different educational settings and objectives. However, considering multi-label 

classification the current method exhibits poor accuracies. The proposed work is aimed at designing an 

effective method for improving accuracies in performing multi-label classification.  

 

 

3. MULTI-LABEL FEATURE AWARE XGBOOST MODEL FOR STUDENT PERFORMANCE 

ASSESSMENT 

Here, we introduce an enhanced ML approach called MLFA-XGB. Which has been developed 

specifically for the purpose of EDM in the context of learner session-streams as described in Figure 2. The 

MLFA-XGB algorithm represents an advancement over the conventional MLFA-XGB approach by 

incorporating a more efficient selecting features process.  

The XGB approach represents an enhanced iteration of the previous gradient-boosting approach 

[25]. It involves the aggregation of less effective classifiers to form a robust classifier, resulting in improved 

classification results. Let us consider a dataset denoted as 𝐸, that represents an ongoing stream of learning 

session information. This dataset consists of 𝑜 examples, where each sample is represented by a pair (𝑦𝑗 , 𝑧𝑗). 

Here, 𝑦𝑗  represents a vector of 𝑛 features, and 𝑧𝑗 represents a label associated with the example. The variable 

𝑧̂𝑗 is utilized to denote the expected result generated by the approach in the following manner. 

 

𝑧̂𝑗 = ∑  𝐿
𝑙−1 𝑔𝑙(𝑦𝑗), 𝑔𝑙 ∈ 𝐺 (1) 
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Figure 2. Architecture of proposed 

 

 

The term 𝑔𝑙  refers to an independent regression-tree, while 𝑔𝑙(𝑦𝑗)  denotes the corresponding 

prediction results generated by the 𝑙𝑡ℎ  tree for the 𝑗𝑡ℎ  sample as shown in (2). The construction of any 

ensemble-tree is achieved by means of a summation method. The anticipated results for the 𝑗𝑡ℎ  sample during 

the 𝑢𝑡ℎ iteration, denoted as 𝑧̂𝑗
(𝑢)

, necessitates the inclusion of 𝑔𝑢 in order to minimize the specified function. 

The evaluation of 𝛽 is given as given in (4). 

 

𝐺 = {𝑔(𝑦) = 𝑥𝑡(𝑦)} (2) 

 

𝑂(𝑢) = ∑  𝑜
𝑗=1 𝑚 (𝑧𝑗 , 𝑧̂𝑗

(𝑢−1)
+ 𝑔𝑢(𝑦𝑗 )) + 𝛽(𝑔𝑙) (3) 

 

𝛽(𝑔𝑙) = 𝛿𝑈 +
1

2
𝜇‖𝑥‖2 (4) 

 

The regularization-variable is denoted by 𝛿  and 𝜇 , while the leaf's-size is represented by 𝑈 . 

Additionally, the ranking for various leaves is denoted by 𝑥 . The (3) can be reduced by employing the 

technique of removing the stable variable using the second-order Taylor's expanding, which can be expressed 

in the following manner. 

 

𝑂(𝑢) = ∑  𝑜
𝑗=1 [ℎ𝑗𝑔𝑗(𝑦𝑗) +

1

2
𝑖𝑗𝑔𝑢(𝑦𝑗)

2
] + 𝛽(𝑔𝑙) (5) 

 

The variable ℎ𝑗 is used to denote the initial order-gradient with regard to 𝑚, and the variable 𝑖𝑗 is used 

to denote the next order-gradient with regard to 𝑚. In attaining more optimal performance with less fluctuation 

the work introduces a cross-entropy loss function aware gradient boosting tree as defined in (6). The parameter 

𝑧̂𝑗  is calculated in (7), and for activation sigmoid operation is computed as given in (8). Then, the work 

introduces a K-fold cross validation for selecting and ranking feature with less training error using (9).  

 

𝑀 = − ∑  𝑜
𝑗=1 [𝑧𝑗𝑙𝑜𝑔(𝑧̂𝑗) + (1 − 𝑧𝑗)𝑙𝑜𝑔(1 − 𝑧̂𝑗)] (6) 
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𝑧̂𝑗 =
1

[1+𝑒𝑥𝑝(−𝑎𝑗)]
, (7) 

 
𝜕𝑧̂𝑗

𝜕𝑎𝑗
= 𝑧̂𝑗(1 − 𝑧̂𝑗) (8) 

 

𝐶𝑉(𝜎) =
1

𝑆𝑀
∑  𝑆

𝑠=1 ∑  𝐾
𝑘=1 ∑   

𝑗∈𝐺−𝑘
𝑃 (𝑏𝑗 , 𝑔̂𝜎

−𝑘(𝑗)
(𝑦𝑗 , 𝜎)) (9) 

 

In (9), to select ideal 𝜎̂ for optimizing the student prediction model is attained as follows. Where 𝑀 

defines size of training dataset considered, 𝑃(∙) defines loss function, and 𝑔̂𝜎
−𝑘(𝑗)(∙) defines a function to 

compute coefficients. The proposed MLFA-XGB based student performance prediction model achieves better 

classification accuracy in comparison with existing ensemble-based classifier as shown in result section.  

 

𝜎̂ = 𝐶𝑉𝑠(𝜎) (10) 

 

 

4. RESULT AND ANALYSIS 

This section delves into the examination of student performance prediction by employing the 

presented MLFA-XGB approach alongside additional established ML-based approaches for learner 

prediction [10], [15]. The evaluation of performance in this study utilizes the e-learning dataset obtained 

using [10]. The dataset preference is predicated upon the findings presented in a comparative study [9], [10], 

[15]. The ML approach utilized in this study for the purpose of predicting student performance has been 

developed with the Python 3 framework. The accuracy, specificity, sensitivity, and F1-score are metrics used 

for validating models. The proposed work namely MLFA-XGB is compared with existing methodologies 

namely multi-split optimization bagging ensemble (MSOBE) [10], RF-ensemble [15], and XGB [9], [10].  

The specificity performance is given in Figure 3. The results show that the MSOBE achieves much 

less specificity, the XGB model achieves better performance than RF-ensemble and MSOBE. On the other 

side, the proposed MLFA-XGB achieves much better specificity performance than other existing student 

performance classification methods. The sensitivity performance is given in Figure 4. The results show that 

the MSOBE achieves much less sensitivity, the XGB model achieves better performance than RF-ensemble 

and MSOBE. On the other side, the proposed MLFA-XGB achieves much better sensitivity performance than 

other existing student performance classification methods.  

 

 

  
 

Figure 3. Specificity performance 

 

Figure 4. Sensitivity performance 

 

 

The accuracy performance is given in Figure 5. The results show that the MSOBE achieves much 

less accuracy, the XGB model achieves better performance than RF-ensemble and MSOBE. On the other 

side, the proposed MLFA-XGB achieves much better accuracy performance than other existing student 

performance classification methods. 

The F1-score performance is given in Figure 6. The results show that the MSOBE achieves much 

less F1-score, the XGB model achieves better performance than RF-ensemble and MSOBE. On the other 

side, the proposed MLFA-XGB achieves much better accuracy performance than other existing student 

performance classification methods.  
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Figure 5. Accuracy performance 

 

 

 
 

Figure 6. F-measure performance 

 

 

5. CONCLUSION 

The present study introduces a novel ensemble ML approach which demonstrates enhanced 

efficiency through the modification of the XGBoost algorithm. Notably, this method exhibits robust 

performance even in scenarios where the training information suffers from imbalanced class distribution. In 

this study, we offer a novel and efficient cross-validation method that aims to determine the specific features 

that have significant effects on the correctness of a prediction approach. The utilization of the CV method 

involves the implementation of a proficient feature ranking method, which aims to enhance the accuracy of 

predictions by minimizing the prediction-error. The research study was carried out utilizing a dataset 

consisting of conventional student-session streaming information. The MLFA-XGB method exhibits notable 

enhancements in terms of precision, accuracy, specificity, sensitivity, and F-measure performance when 

compared to existing student performance predictive approaches using RF-ensemble, MSOBE, and XGB-

based approaches. The future work would be focused in enhancing the model further and also further validate 

the model under more diverse dataset. 
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