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 The widespread use of social media to convey emotions (including 

depression) can be used to identify suspected depression in social media 

posts by examining the language that they have used on social media. This 

study aims to develop a system for detecting suspected depression in social 

media posts using sentiment analysis. This study collected data from X 

(Twitter) for three months using the keywords depression, mental health, and 

mental disorders. 1,502 data were generated due to the cleaning process of 

the 5,000 data collected. The findings of employing the validated by 

psychologist valence aware dictionary and sentiment reasoner (VADER) and 

Indonesian sentiment (InSet) lexicons demonstrate that VADER is more 

accurate (95.1%) than Inset (76.9%). The results of modeling with random 

forest, naive Bayes, and support vector machine (SVM) showed that random 

forest had the highest accuracy (83.3%), followed by naive Bayes (80.5%) 

and SVM (80.4%). Predicting social media data using lexicons and machine 

learning has limits that can be addressed by validation from clinical 

psychology. The frequency, timing, and idiom of posts on social media can 

reveal signs of depression. Depression seems to be best described by words 

like melancholy, stress, sadness, worthlessness, and depression. 
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1. INTRODUCTION 

An important area of multidisciplinary research is analyzing social media posts related to psychiatric 

diseases like depression. Early detection of depressed symptoms through language use can help avert many 

negative outcomes, and can even assist in the timely implementation of effective treatment [1]. To find relief, 

persons with mental illnesses frequently disclose their conditions on social media [2]. Teenagers have been 

identified as the most frequent users of various social media networks among all users [3]. 

For many, social media has become the primary platform for expressing their feelings, experiences, 

and ideas [4], [5]. Monitoring public health [6], consumer segmentation [7], [8], product branding [9], and 

other areas have all benefited from an understanding of user expressions on social media. However, it is still 

limited in its application in mental health [10] because it provides unbiased use of language and  

behavior [11] regarding their feelings, including depression. Due to stigma, prejudice against specific 

individuals, and ignorance, those who suffer from depression and are reluctant to speak with clinic doctors 

may find that social media, with its choice of anonymity, provides a supportive environment [12]. 

Recognizing early indicators of mental disorders through social media posts can avert many adverse 

outcomes, such as self-harm, and suicide [13]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Depression is a medical illness characterized by emotions of sadness that can have a significant 

impact on a person's thoughts, actions, feelings, and mental health [14]. Depression, which is typified by 

losing joy over things that used to make fun of it, is a sickness that is becoming more and more prevalent 

these days [15]. Estimated 16 million Indonesians suffer from depression (6.1% of the population in 2019) 

[16]. Addiction to social media [17] and suicidal thoughts [18] are consequences of depression. 

Social media posts can reveal whether or not someone is depressed, which has led to several studies 

on depression on social media [2]. Social media posts' expressions and emotions are related, and this 

relationship can be used to predict depression [10] by extracting emotion from social media posts [19]. The 

degree of depression in user posts on social media can be determined by the volatility of negative emotions in 

this context [20]. Because of this, sentiment analysis can be used to identify posts that are neutral, positive, or 

negative [21]. However, it can be argued that research on social media and depression is still in its infancy. 

Further research is required to better understand the connection between depression and social media posts 

[4], including what idioms can be used to describe depression [2], upload time [22], culture [23], and other 

signs of depression that can be found in social media posts. 

This study aims to identify depression in X (Twitter) messages using sentiment analysis. Sentiment 

analysis of social media messages can help detect depression [24]. This study can be used to identify the 

idioms that best describe depression and to determine how posting frequency and time are related to 

depression. It is anticipated that the findings of this study will enhance the delivery of mental health care and 

assistance. 

This paper is formatted as follows. A brief explanation of the research methodology will be 

provided in section 2. Findings, results, discussion, comparison with other research, and research limitations 

are outlined in section 3. Finally, conclusions are included at the end. 

 

 

2. METHOD 

To establish a viable method to monitor depression in social media, a methodical strategy for 

gathering, evaluating, and interpreting online discussions is necessary. The actions to be taken are as follows: 

 Crawling and scraping information from X (Twitter) using keywords depression, mental health, and 

mental disorders. 

 Data preprocessing: data must be cleaned, folded into cases, tokenized, filtered, and stemmed before 

being analysed. Cleaning the data to remove any unnecessary characters, symbols, and non-text objects. 

Case folding changes all text to lowercase to facilitate uniform comparisons. To tokenize a text means to 

divide it into tokens or individual words. Common terms (stop words) such as 'and', 'the', and 'is' are 

deleted during filtering since they typically do not provide helpful information to the study. 

Normalization converts incomplete words, mistakes, and typing errors into words in the big Indonesian 

dictionary (KBBI) or by Indonesian enhanced spelling (EYD). Stemming returns words to their original 

form ('running' becomes 'run'), whereas lemmatization returns words to their base form ('better' becomes 

'good', for example). Reducing word variants to their most basic form can be helpful. 

 Sentiment polarization: sentiment polarization is the practice of classifying emotions conveyed in text 

data into distinct polarities (usually positive, negative, and neutral), using lexicon-based machine learning 

with valence aware dictionary and sentiment reasoner (VADER), Indonesian sentiment (InSet), and 

validated by a psychologist. Inset performs well as an Indonesian emotion lexicon in predicting brief 

written thoughts' negative and positive polarity [25]. VADER is a rule- and lexicon-based sentiment 

analysis tool that aligns precisely with the sentiment expressed on social media [26], [27]. 

 Visualization and analysis: i) conduct sentiment analysis to determine the attitude of the content (positive, 

negative, or neutral). It provides insights into public beliefs about depression thoughts and ii) word clouds 

graphically represent the terms that appear the most frequently in the data. It concisely reviews the most 

discussed topics, including any positive or negative background. 

 Next, feature extraction is carried out using term frequency-inverse document frequency (TF-IDF) to 

examine the relationship between a word and a document and to gauge the efficacy of the model or 

algorithm using 10-fold cross-validation. 10-fold cross-validation is a good modelling technique because 

its accuracy findings are less biased than other techniques [28]. 

 The naive Bayes technique, random forest, and support vector machine (SVM) are used in the 

classification model. Naive Bayes is a short algorithm based on Bayes' theorem for conditional 

probability. The naive Bayes algorithm assumes that all data is independent. The method is assumed to be 

capable of detecting the dependence on the training features [24]. A SVM is essential for an integrated 

and supervised classification strategy since the training process requires specific learning targets [29]. 

Random forests are a method of averaging numerous decision trees to reduce variation [30]. 
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 The algorithm's accuracy, precision, recall, and f1-score will be presented. The percentage of correct 

predictions based on the whole data is called accuracy. Precision is the proportion of correct positive 

calculations to total positive calculations. Recall is the fraction of correct positive computations versus all 

correct positive data. Finally, the f1-score contrasts precision and recall weighted averages. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Findings 

X (Twitter) data was collected for three months using depression, mental health, and mental 

disorders; 5,000 data were retrieved. Results of data cleaning which include case folding (converting data to 

lowercase and cleaning text), tokenizing (cutting strings based on the constituent words), normalization 

(correction of incomplete words and typing errors adjusted for EYD–enhanced spelling), removing stop 

words, stemming (retrieving basic words) and eliminating duplication. Finally, we collected a total of 1,502 

tweet data. 

Independent manual labeling or unsupervised grouping might lead to oversimplification and bias in 

results [13] and, therefore ineffective in the therapeutic setting [31]. The labeling procedure used the VADER 

and Inset lexicons to avoid bias and was confirmed by a psychologist. Table 1 shows the comparison results 

of this sentiment analysis. Based on psychological validation, the accuracy of sentiment analysis labeling 

with VADER (95.1%) outperforms InSet (76.9%). 

 

 

Table 1. VADER, InSet, and psychologist labeling results 
Sentiment VADER (%) InSet (%) Psychologist (%) 

Positive 31.2 10.0 31.1 

Negative 67.5 85.8 62.7 

Neutral 1.3 4.2 6.2 

 

 

The two leading terms on the positive word cloud are mental health and depression, which 

demonstrate mental health following depression. Meanwhile, the leading term in the negative word cloud is 

depression, followed by less dominant supporting words such as mental and stress. This demonstrates that 

posts indicating depression can only use the word depression or the phrase depression connected with mental 

disease or stress. Figure 1 depicts both positive and negative word clouds. Figure 2 shows words commonly 

used to represent negative and positive emotions. 

 

 

 
Wordcloud positive sentiment 

 
Wordcloud negative sentiment 

 

Figure 1. Positive and negative word cloud 

 

 

After cleaning the data, naive Bayes, random forest, and SVM are used to model it. The findings 

revealed that random forest has the highest accuracy (83.33%), followed by naive Bayes (80.5%) and SVM 

(80.4%). Table 2 contains the complete computation results. Meanwhile, the results of evaluating the model 

with the confusion matrix are explained in greater detail in Figures 3(a) to 3(c), where the model is tested for 

how many positive predictions it makes in conditions that should be negative (false negative) and vice versa 

(false positive). Confusion matrices assess a method's effectiveness following categorization [32]. 
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Figure 2. The most used word in positive or negative sentiment 

 

 

Table 2. Classification test result 
Metric Naive Bayes (%) SVM (%) Random forest (%) 

Accuracy 80.5 80.4 83.33 
Precision 80.74 80.03 83.04 

Recall 80.5 80.49 83.33 

F1-score 78.71 79.33 82.62 

 

 

  
(a) 

 

(b) 

 
(c) 

 

Figure 3. Confusion matrix of (a) naïve Bayes, (b) SVM, and (c) random forest 
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3.2.  Discussions 

Social media has evolved into a media for people to share and express themselves. The writing style 

and word choice in social media posts can reflect whether or not someone is depressed [4]. There are 

numerous ways to identify depression on social media [33]. 

Figures 1 and 2 show that a person's depressive inclinations frequently surface in their posts via 

phrases with depressive connotations, such as depression, stress, or illness. Individuals suffering from 

depression frequently use language that conveys negative feelings (such as fear or crying) and juxtaposes the 

phrases life, death, and religion. Posts indicating depression use phrases connected with depression (such as 

stress or anxiety), words that represent suffering (e.g., pain, sadness, or medication), or words that terminate 

action (e.g., before or again). 

Examining user messages progressively over a predetermined amount of time is one method of 

identifying depression on social media [33]. Several findings can be drawn from the data gathered, including 

the following ones: 

 Repeated posts sent at odd times, like in the middle of the night, may indicate potential depression. This 

aligns with the research conducted in [22] showing that excessive usage of social media is linked to 

depression. 

 Emotional terms like insomnia, hopelessness, and generally depressing or extremely negative messages. 

This is in line with research on anxiety, sadness, and sleeplessness by Bard [34]. 

 Posts mentioning physical health issues could be linked to depression. The study on the connection 

between physical ailments and depression is supported by these findings [35]. 

 Suicidal ideas or intents expressed in posts should be regarded seriously as a sign of depression and 

should be dealt with right away [26]. 

 Depression may be indicated by lonesome posts [22]. 

 Depression is more common on certain days of the week when there are more posts than on other days [36]. 

It is not appropriate to utilize the symptoms above as a single diagnosis, even though they can allude 

to various emotional issues. To ensure a more precise assessment, get assistance from a mental health 

specialist. Sentiment analysis, which identifies and classifies the emotions represented in the text as positive, 

negative, or neutral sentiment, is another method for spotting depression in social media posts [37]. A higher 

frequency of negative phrases and sentiment expressions associated with melancholy, or hopelessness may be 

a symptom of possible depression in the context of depression identification. 

The sentiment analysis results suggest that posts indicating the probability of depression have a 

more dominating negative sentiment than posts unrelated to depression. Critical phrases like despair, stress, 

and disease also occur more frequently in these posts. Depressed people frequently focus on themself [38]. It 

is evident in their social media posts, with many utilizing first-person pronouns like myself. Depression can 

produce cognitive distortions that impact a person's emotions [39]. It is apparent in their social media posts 

that they use absolute phrases such as really, always, and never. 

The usage of a lexicon is quite beneficial in sentiment analysis. Lexicon VADER outperforms InSet 

(76.9%) in accuracy (95.1%). However, these findings must be replicated in additional scenarios to provide 

the best Indonesian language sentiment analysis suggestions. 

The results of modelling with random forest, naive Bayes, and SVM revealed that random forest had 

the highest accuracy (83.3%), followed by naive Bayes (80.5%) and SVM (80.4%). This high accuracy 

demonstrates that this model can detect depression in social media posts. However, it is believed that more 

research utilizing the association rule mining technique is required to find words that frequently occur 

associated with depression so that early identification of depression can be carried out. 

 

3.3.  Comparison with another research 

This research's findings must be compared with those of other studies to be useful. To decide what 

has to be improved going forward, the benefits and drawbacks of each must be compared. For an extended 

explanation, go to Table 3. 

 

3.4.  Research limitations 

It may perform better to combine textual and visual elements than to use just one mode. Adding 

images, and emoticons to posts could provide a more realistic view of user activity. Social media data does 

not provide information about its users' real-world behaviour, culture, and social standing. Therefore, it is 

essential to combine social media conduct with real-world behaviour to create the ideal environment for 

researching, learning, and gaining insightful knowledge about the illness of depression. 

Culture influences depression expression and also determines attitudes toward mental health, mental 

disease, and mental illness treatment. Social media may be useful for studying and researching people from 
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diverse cultural backgrounds. Future research could focus on how individuals with depression from various 

cultural backgrounds behave online and whether there are any cross-cultural variations in textual, visual, user 

behaviour, and other aspects. 

 

 

Table 3. Comparison with others' research 
Criteria Proposed research (%) Depression detection 

with sentiment 

analysis [24] (%) 

Depression detection using 

natural language processing and 

sentiment analysis [21] (%) 

Labeling technique Lexicon based (VADER and Inset) 

and validated by a psychologist 

Bag of word Bag of word 

Classification model Naïve Bayes, SVM, random forest Naïve Bayes, SVM Recurrent neural network 
(RNN), Convolutional neural 

network (CNN) 

Result Naïve Bayes (80.5), SVM (80.4), 

random forest (83.3) 

SVM (72), naïve Bayes (72.9) RNN (80.99), CNN (77.40) 

Depression 

identification in social 
media post 

 Sentiment analysis (positive, 
neutral, and negative) 

 Validation by a psychologist in 

recognizing possible depression 
posts based on social media 

usage and mental health issues 

Sentiment analysis (positive, 

neutral, and negative) 

Sentiment analysis (depress 

and non-depress) 

 

 

4. CONCLUSION 

Nowadays, practically everyone utilizes social media to express their thoughts, opinions, and 

emotions. Understanding their writing style and diction in social media posts can indicate whether they have 

depressed tendencies. A lexicon can be used for automatic labelling. This may speed up classification. 

Psychologists' validation results demonstrate that the VADER lexicon's accuracy (95.1%) is significantly 

higher than that of the InSet lexicon (76.9%). Those who suffer from depression use first-person singular 

pronouns more frequently on social media than those who do not. People who are depressed often employ 

diction associated with bad sentiments and emotions, frequently discuss issues such as life, death, and 

religion, and use absolute language in their social media posts. The high accuracy of all models (>80%) 

demonstrates that the models can be used to detect depression in social media posts. To help develop 

depression-related preventive and intervention strategies, more research is necessary to identify words that 

frequently co-occur with depression using an association rule mining approach and to gauge the severity of 

depression from social media posts. 
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