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 Detecting fires is crucial to prevent potentially catastrophic outcomes. 

Traditional fire detection methods, relying on electronic, chemical, or 

mechanical sensors, often suffer from time delays in activation due to 

threshold parameters. An emerging alternative utilizes artificial intelligence, 

particularly image-based fire detection, using convolutional neural networks 

(CNNs). You only look once (YOLO) is a state-of-the-art object detection 

framework prized for speed and real-time capabilities. In our research, we 

conducted multiple training experiments employing various deep neural 

network (DNN) architectures as feature extractors for object detection within 

the YOLOv5 framework. These architectures included MobileNetV3, 

ResNet, and CSP-Darknet53. Among these configurations, YOLOv5 with 

CSP-Darknet53 (scale s) emerged as the most accurate, boasting mAP@50 

of 0.88 and an impressive FPS of 73, with training model size of 14.50 MB. 

Furthermore, we integrated the selected model with the streamlit package to 

create a user-friendly web application interface for fire detection testing. The 

resulting model demonstrates remarkable efficiency, detecting fires within 

0.01 seconds. This research represents a significant advancement in fire 

detection technology, offering both rapid detection and enhanced accuracy, 

with potential applications in various settings, from indoor facilities to 

outdoor environments. 
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1. INTRODUCTION 

Fire is a disaster that often occurs due to human negligence or force majeure [1]–[3]. Fire causes 

significant property damage and poses severe risks to human lives and the environment. Prevention measures 

such as education, proper infrastructure, and effective firefighting strategies are crucial in mitigating its 

impact. Fire detection methods are generally carried out using conventional methods based on electronic 

sensors and chemicals, and further methods based on artificial intelligence based on image processing  

[4]–[6]. The electronic sensor method delays providing a warning [7]–[9] because the parameters for 

activating the alarm must be at sufficient levels so that the sensor can work. When the sensor reads 

environmental parameters that trigger the warning, the fire object has grown and is more difficult to control. 

Fires that cause harm to both the environment and humans [10] occur because the flames cannot be detected 

as quickly as possible. 

Pushpa and Kamarasan [11] used a merged Gaussian mixture model (MGMM) for the process of 

extracting key frames and kernel support vector machine (KSVM) to determine possible areas of fire objects. 

https://creativecommons.org/licenses/by-sa/4.0/
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The result was an average detection rate of 90.56%. Mahmoud et al. [12] created a fire detection model based 

on transfer learning using a convolutional neural network (CNN) architecture, producing fire detection with 

faster and more efficient training time. In the Bari et al. investigation [13], deep learning-based detection was 

made with surveillance cameras using the InceptionV3 and MobileNetV2 architecture using the transfer 

learning method. It was concluded that the fire detection training process using the transfer learning method 

could be carried out more quickly and using a smaller dataset. Cheng [14] uses the recurrent convolutional 

neural network (R-CNN) architecture to detect fire and smoke, and it is concluded that R-CNN-based fire 

and smoke detection can increase detection accuracy and reduce false alarms. Muhammad et al. [7] 

conducted fire detection research based on CNN architecture to detect fire on surveillance cameras. Their 

research showed that the resulting model could outperform manual-based fire detection with sensors and fire 

detection based on the AlexNet architecture. Zheng et al. [15] implemented YOLOv3 and produced a 

detection speed of 27 FPS, indicating real-time detection. 

The evolution of you only look once (YOLO) models represents significant progress in object 

detection. Introduced in 2016 by Joseph Redmon, YOLOv1 [16] revolutionized detection by framing it as a 

single regression problem, enabling real-time performance, though it struggled with smaller objects and 

overlapping instances. YOLOv2 [17], also called YOLO9000, improved upon this with anchor boxes, batch 

normalization, and simultaneous classification and detection training. YOLOv3 [18], released in 2018, 

incorporated multi-scale predictions with a deeper architecture (Darknet-53) for better handling of small 

objects and multi-label classification. In 2020, Alexey Bochkovskiy led the development of YOLOv4 [19], 

balancing speed and accuracy by introducing CSPDarknet53, Mosaic augmentation, and CIoU loss. That 

same year, Ultralytics released YOLOv5 [20], departing from traditional academic channels to focus on 

practicality with a PyTorch-based framework, offering model size variants, auto-anchor learning, and 

deployment support for edge devices. 

Research by Mahmoud et al. [12] can detect fire objects from image data and is more inclined towards 

classifying images with fire labels and non-fire labels with deep neural network (DNN) architecture with 

AlexNet architecture weights. The effectiveness of training is mentioned in the research by transferring AlexNet 

weights into the DNN process to increase classification accuracy from 90.3% to 96.7%. Bari et al. [13] 

conducted experiments with the InceptionV3 and MobileNetV2 architectures, with the first scheme being full 

training without freezing layers. The research results on the MobileNetV2 architecture with transfer learning 

with two unfrozen layers are F1 of 0.88, while the MobileNetV2 Full training scheme gets an F1 score of 

0.83. For the InceptionV3 architecture, the entire training scheme gets an F1 Score of 0.75. Research 

conducted by Cheng [14] using the Fast R-CNN architecture obtained an accuracy of 96.78% and was better 

when compared to the AlexNet, ZF-Net, MCLBP, and HLTPMC architectures. Muhammad et al. [7] used 

the GoogleNet architecture, which was fine-tuned for training on a fire image dataset. The model’s results 

produced an accuracy of 94.43%, outperforming other compared schemes. 

Our research introduces a methodology centered on the strategic selection of the YOLOv5 

backbone, marking a pivotal shift in fire detection capabilities for indoor and outdoor environments. Our 

investigation entailed a thorough exploration, evaluating 12 distinct backbone architectures to identify the 

most promising candidates. This comprehensive analysis highlights our unwavering dedication to pushing the 

boundaries of fire detection technology. The outcome of our endeavors not only promises quicker detection 

but also a significant enhancement in accuracy, signifying a remarkable advancement in the field. In the next 

section, the research methods used are explained, including the architectural configuration used, namely 

YOLOv5 with standard backbones or modifications with other DNNs such as ResNet-50, ResNet-101, 

ResNet152, ResNext-50, ResNetxt-101, and MobileNetV3-Large. 

 

 

2. METHOD 

The YOLOv5 [21] architecture consists of four blocks: the input block, backbone block, neck block, 

and head block (dense prediction), as shown in Figure 1. The input block is where the backbone will process 

the image. In YOLOv5, the default image size is 640 pixels. Backbone is a DNN architecture used for feature 

extraction. In backbone block, cross stage partial (CSP) approached is used in reducing spatial resolution and 

increasing its channel resolution is carried out. The neck block is the part for extracting feature pyramids to 

identify objects of several sizes and scales. The head is the final part of the YOLOV5 architecture and is 

responsible for implementing classes, confidence scores, and bounding boxes. 

YOLOv5 was the YOLO version developed by Ultralytics and launched on January 10, 2023. 

Nadeem et al. [22] stated that the deeper the layer used in plain networks, the greater the error. For the results 

of architectural validation research using the COCO dataset, the VGG-16 architecture produces a mAP@50 

of 41.5, while ResNet-101 produces a mAP@50 of 48.4. The ResNet architecture can be seen in Figure 2. 
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Figure 1. YOLO architecture blocks 

 

 

 
 

Figure 2. ResNet architectural blocks 

 

 

Howard et al. [23] offers a solution in the form of lite reduced atrous spatial pyramid pooling  

(LR-ASPP) with results increasing accuracy by 3.2% compared to MobileNetV2 in ImageNet Classification, 

for the MobileNetV3-Large architecture as seen in Figure 3 and the MobileNetV3 block as seen in Figure 4. 

Our research used a fire object dataset to run on the YOLOv5 architectures obtained from the RoboFlow site 

[24]. The experiment used the Google Collab Pro platform, Runtime T4 GPU High RAM with Google Drive 

storage media. The research was carried out using several schemes, as depicted in the flow diagram in  

Figure 5. As explained in Figure 1, YOLO has a block backbone, block neck, and blockhead. In this study, 

the block backbone was modified with several DNNs, which are ResNet-50, ResNet-101, ResNet152, 

ResNext-50, ResNetxt-101, and MobileNetV3-Large. 

 

 

 
 

Figure 3. MobileNetV3-large architecture 
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Figure 4. MobileNetV3 blocks 

 

 

 
 

Figure 5. Research process flow 

 

 

Our research modified the original YOLOv5 backbones with DNN architecture based on ResNet50, 

ResNet101, ResNet152, and MobileNetV3-Large. Each base DNN architecture with standard YOLO heads is 

trained. The results of all experiments are compared with the parameters, which are mAP@50, time train, and 

model size in MB. The original YOLOv5 backbone is illustrated in Figure 6. Figure 7 showcases an example 

of a ResNet backbone, while Figure 8 presents the configuration of a MobileNet backbone. The computer 

vision-based fire detection scheme is a model obtained from the training process integrated into the control 

room or security room computer. The YOLO models selected from the training results are used to monitor 

CCTV-captured videos of fire or smoke objects, as seen in Figure 9. 

 

 

  
 

Figure 6. Standard YOLOv5 backbone 

configuration 

 

Figure 7. Resnet50 backbone model.yaml configuration 
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Figure 8. MobileNetV3-large backbone 

 

 

 
 

Figure 9. Computer vision-based fire detection scheme 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Backbone comparison 

It is more about calculating image data, whether it has a fire label or no fire. Object detection 

research based on YOLO was carried out in our study, not just image data classification. Several schemes are 

carried out to get the best object detection accuracy with the mean average precision (mAP) metric. As a 

result of research using several methods and configurations, the following comparison results were obtained 

in Table 1. 

In real-world scenarios, detecting fires is crucial to alert authorized personnel and contain the fire 

before it spreads uncontrollably. This urgency necessitates detecting fires with minimal delay, which often 

requires processing the data directly on edge devices to avoid potential delays caused by local or internet 

connections. To determine the most suitable backbone for deployment in such scenarios, we establish a 

weighted metric that considers three key factors:  

− mAP@50 (Object detection accuracy), weight = 5 

Object detection accuracy is paramount for identifying fires accurately, especially in resource-

constrained environments like edge computing in IoT applications. High accuracy ensures reliable 

detection. 

− Model Size, weight = 3 

The model’s size is critical in environments with limited resources, such as edge computing in IoT 

applications. Smaller models require less storage space and memory, making them more practical for 

deployment. 

− FPS (Inference Speed), weight = 2 

While inference speed is essential for real-time applications, its significance might be slightly less than 

accuracy or model size in this context. Assigning moderate weight to FPS acknowledges its importance 

without overshadowing other critical factors. 

To calculate the weighted scores for each model, we normalize (i.e. Norm) each parameter using 

min-max scaling to ensure balance across different units. The weighted score is computed as follows: 

 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑆𝑐𝑜𝑟𝑒 = (𝑁𝑜𝑟𝑚 𝑚𝐴𝑃@50 × 5) + (𝑁𝑜𝑟𝑚 𝑀𝑜𝑑𝑒𝑙 𝑆𝑖𝑧𝑒 × 1) + (𝑁𝑜𝑟𝑚 𝐹𝑃𝑆 × 3) (1) 

 

Based on this calculation, the YOLOv5-CSP-Darknet53 (scale s) has the highest score, indicating its 

suitability for deployment in fire detection applications on edge devices. 

 

Fire - Notif 

No Fire - No 
Action 

Yolo Model 
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Table 1. Backbone comparison 
No Backbone mAP@50 Model Size (MB) FPS Weight Score 

1 YOLOv5-CSP-Darknet53 (scale n) 0.773 3.9 96 3 

2 YOLOv5-CSP-Darknet53 (scale s) 0.88 14.5 73 7.19 

3 YOLOv5-CSP-Darknet53 (scale x) 0.837 173.2 29 4.28 

4 YOLOv5-ResNet50 0.845 79.2 39 4.58 
5 YOLOv5-ResNet101 0.83 117.48 29 3.70 

6 YOLOv5-ResNet152 0.809 148.9 22 2.61 

7 YOLOv5-MobileNetV3-Large 0.823 10.9 72 4.49 
8 YOLOv5-MobileNetV3-Small 0.797 7.5 60 2.77 

9 YOLOv5-ResNet 26 Layers 0.812 60 52 3.43 

10 YOLOv5-ResNet 14 Layers 0.814 48.1 71 4.19 
11 YOLOv5-ResNeXt50 0.843 78.2 35 4.35 

12 YOLOv5-ResNeXt101 0.82 206.1 17 3.19 

 

 

3.2.  Comparison of fire and smoke detection speed with other methods 

The comparative analysis depicted in the table highlights the performance metrics of distinct object 

detection methodologies, scrutinizing their mAP at an intersection over union (IoU) threshold of 0.50 

(mAP@50) and corresponding frames per second (FPS) throughput as shown in Table 2. Li and Zhao [25] 

integrated YOLOv3 with the Darknet53 backbone, achieving a commendable mAP@50 score of 0.84. 

However, its speed is moderate at 24 FPS, indicating a trade-off between detection accuracy and real-time 

processing efficiency. Our investigation into a variant of the YOLO architecture employs YOLOv5 with CSP 

and the Darknet53 backbone, scaled to “s”. This adaptation attains a better mAP@50 score of 0.88.  

Because YOLOv5 with CSP is an advanced variant of the YOLO object detection framework, the cross stage 

partial network (CSPNet) is incorporated to enhance performance in several vital aspects. CSPNet divides the 

feature map of the base layer into two parts and merges them through a cross-stage hierarchy, reducing 

computational bottlenecks and enhancing gradient flow. This architecture leads to more efficient learning and 

better feature representation, allowing YOLOv5 to preserve gradient flow during backpropagation and 

improve the learning of complex patterns in data. As a result, the model achieves higher object detection 

accuracy, especially in scenarios with varied and intricate objects. Additionally, the CSP architecture 

optimizes computation by reusing feature maps, enabling the model to maintain high accuracy while being 

computationally efficient, crucial for real-time applications where processing speed is essential.  

Zheng et al. [26] propose an innovative Deformable-DETR-based fire detection framework, denoted as  

FTA-DETR, which achieves detection accuracy with a mAP@50 score of 0.88, similar to our method 

mAP@50. Remarkably, this method demonstrates a slightly faster throughput at 76 FPS compared to 

YOLOv5 with CSP, indicating a minor trade-off in throughput for maintaining high detection accuracy.  

Even though FTA-DETR exhibits a marginally higher FPS, the YOLOv5-CSP-Darknet53 (scale s) method 

still offers significantly better processing speed than the YOLOv3-Darknet53, with three times the FPS.  

This improvement underscores the enhanced computational efficiency and suitability of YOLOv5 with CSP 

for real-time applications where both speed and accuracy are critical. 

 

 

Table 2. Performance comparison with existing methods 
No Authors Method mAP@50 FPS 

1 Li and Zhao [25] YOLOv3- Darknet53 0.84 24 

2 Zheng et al. [26] FTA-DETR 0.88 76 

3 Our method YOLOv5-CSP-Darknet53 (scale s) 0.88 73 

 

 

3.3.  Model deployment on website 

The importance of this research lies in its potential to revolutionize public safety and industrial fire 

response systems. Fires are unpredictable and can escalate rapidly, leaving minimal time for human 

intervention. The YOLOv5 model, powered by the CSPDarkNet53 Scale-S backbone, brings a 

transformative advantage to these critical scenarios through its lightning-fast detection speed of 0.01 seconds. 

Fire detection simulations were conducted utilizing the Streamlit package for web-based applications. 

Testing was performed using video files, yielding results showcased in Figure 10. This ultra-rapid response 

capability ensures that even the earliest signs of fire or smoke are detected almost instantaneously, providing 

valuable seconds for emergency systems to act. These moments can make the difference between minor 

damage and catastrophic loss, potentially saving lives, property, and infrastructure. 
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Figure 10. Running source video 
 

 

Early detection is crucial for industrial environments, where fire hazards are often present due to the 

nature of equipment and materials. Traditional fire detection methods rely on sensors or manual observation, 

and they are both prone to delays and failures. Integrating YOLOv5-based fire detection systems into these 

environments can streamline safety protocols by automating real-time fire monitoring. This technology 

ensures that incidents are flagged immediately, triggering alarms, fire suppression systems, or emergency 

responses without waiting for human confirmation. Such efficiency can prevent production downtime and 

economic losses, enhancing the overall resilience of businesses. 

The consequences of delayed fire detection can be severe in public spaces such as residential areas, 

schools, shopping centers, or hospitals where large numbers of people gather. By embedding the proposed 

technology into surveillance systems or standalone fire detection networks, authorities and emergency 

responders can be alerted within milliseconds of fire or smoke detection. It allows for faster evacuation 

procedures, targeted fire suppression efforts, and reduced risk of injuries. Ultimately, deploying this 

advanced detection system represents a paradigm shift in fire safety, replacing reactive approaches with 

proactive fire management to protect communities, critical infrastructure, and industrial operations more 

effectively than ever. 
 

3.4.  Limitations and implications of our study  

The study highlights substantial fire and smoke detection progress using YOLO models, specifically 

the YOLOv5-CSP-Darknet53 (scale s) configuration. It combines high detection accuracy with efficient 

processing, making it a practical choice for real-time applications. Implemented in Streamlit, the model 

offers a user-friendly, web-based simulation environment for testing and deploying fire detection, enhancing 

accessibility for various users. However, our study identified several limitations affecting model deployment. 

First, the training dataset may contain biases, limiting the model’s generalizability across diverse real-world 

scenarios emphasizing the need for varied datasets. Second, the model can generate false positives, 

particularly in low light or obstructed views, underscoring the need for improved robustness. Third, while the 

system performs in real-time, processing delays can occur with high-resolution video or on devices with 

limited resources, suggesting further optimization to ensure rapid response in critical situations. 

Additionally, hardware limitations may restrict broader deployment, stressing the importance of 

compatibility across platforms for practical, widespread usage. Integrating CSPNet within the YOLO 

architecture enhances detection efficiency and accuracy, offering valuable insights into optimizing DNN 

configurations. Ultimately, this research underlines the potential of YOLO-based models to bolster safety 

measures across residential, commercial, and industrial settings while underscoring the importance of 

continued exploration into DNN architecture for further performance improvements. 
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4. CONCLUSION 

In conclusion, our research has successfully trained YOLOv5 models with various DNN 

configurations as backbones to detect fire and smoke in both videos and images. By integrating these trained 

models into the Streamlit package, which is accessible via web browsers, we achieved notable results. The 

highest mAP accuracy of 0.880 was attained using the YOLOv5 scheme with the CSPDarknet53 backbone, 

initially developed for YOLO. This achievement demonstrates the model’s strong performance in detecting 

fire and smoke, highlighting its potential for practical applications. The implications of this research are 

significant, particularly in enhancing environmental and human safety by monitoring fire objects captured by 

CCTV cameras. Unlike conventional electronic-based sensors that activate only when smoke or fire reaches 

the sensor, our computer vision-based approach allows immediate detection of fire and smoke objects. This 

swift detection capability facilitates quicker response times and provides critical information for practical 

mitigation efforts, ultimately improving safety measures and response strategies. The future work will focus 

on several areas for improvement and expansion. Firstly, we aim to explore additional datasets to validate 

and generalize our models’ performance across diverse scenarios and environmental conditions. Moreover, 

we plan to enhance our detection system’s robustness and real-time capabilities, possibly by integrating 

advanced optimization techniques and parallel processing methodologies. 
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