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 Identifying the effectiveness level and quality of students' arguments poses a 

challenge for teachers. This is due to the lack of techniques that can accurately 

assist in identifying the effectiveness and quality of students' arguments. This 

research aims to develop a model that can identify effectiveness categories in 

students' arguments. The method employed involves the logistic 

regression+XGBoost algorithm combined with separate implementations of 

term frequency-inverse document frequency (TF-IDF) and CountVectorizer. 

Student argument data were collected and processed using natural language 

processing techniques. The research results indicate that TF-IDF outperforms 

in identifying effectiveness classes in student arguments with an accuracy of 

66.20%. The multi-output classification yielded an accuracy of 89.32% in the 

initial testing, which further improved to 92.34% after implementing one-hot 

encoding. A novel finding in this research is the superiority of TF-IDF as a 

technique for identifying effectiveness classes in student arguments compared 

to CountVectorizer. The implications of this research include the development 

of a model that can assist teachers in identifying the effectiveness level of 

students' arguments, thereby improving the quality of learning and enhancing 

students' argumentative competence. 
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1. INTRODUCTION 

The development of argumentation identification models poses a significant challenge in artificial 

intelligence development, especially when dealing with the complexity and diversity of human language 

structures [1]. Argument identification involves not only understanding individual words but also requires the 

model's capacity to interpret context, capture nuanced meanings, and recognize relationships between parts of a 

text. While many advancements have been made in natural language processing (NLP) and machine learning, the 

development of argumentation identification models still faces several critical challenges [2]. One of them is the 

diversity in how humans present arguments, ranging from linear structures to more concealed and implicit 

deliveries. Models must be able to capture this depth and complexity to provide satisfactory results. Additionally, 

in developing argumentation identification models, it is crucial to address biases that may emerge in the training 

data. These biases can create less accurate or even harmful models when applied in real-world situations. 

Therefore, a critical aspect of this model development is ensuring that the training data representation includes 

diversity that reflects the reality of human argumentation without causing distortion or imbalance. 

The use of logistic regression algorithms has been employed in some previous studies [2], and based 

on these studies, it was found that logistic regression performs well. This provides evidence and also raises 

questions in this study regarding the accuracy of the algorithm's performance. The method used in this study 

https://creativecommons.org/licenses/by-sa/4.0/
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is a combination of the logistic regression and XGBoost algorithms. Both algorithms were chosen because they 

can measure the effectiveness and quality of student arguments with high accuracy [3]. Logistic regression is 

used to predict the effectiveness class in student arguments, while XGBoost is used to enhance the prediction 

results of the logistic regression algorithm [4]. The use of logistic regression algorithms along with XGBoost 

as a method for evaluating student arguments is an important step in addressing teachers' challenges in 

measuring the effectiveness and quality of student arguments. 

The study compares the efficacy of the term frequency-inverse document frequency (TF-IDF) and 

CountVectorizer methods in analyzing student arguments, aiming to aid teachers in evaluating argument quality. 

TF-IDF gauges word occurrence while mitigating the impact of common terms, whereas CountVectorizer 

converts text into a numeric format for algorithmic processing. Results demonstrate TF-IDF's superiority in 

discerning argument effectiveness. This research innovates by addressing the challenge of accurately assessing 

argument quality, offering a model to support teachers in this task where current tools are lacking. Contributions 

include the development of a model for assessing argument quality, a comparison of TF-IDF and CountVectorizer 

methods, and enhancements through machine learning techniques like apostrophes and one-hot encoding. 

This research endeavors to construct a model aimed at gauging the effectiveness and quality of student 

arguments, utilizing machine learning techniques to aid educators in a more streamlined and unbiased 

assessment process. The primary research inquiries revolve around the feasibility of employing the logistic 

regression+XGBoost algorithm for this task, the comparison between logistic regression+XGBoost+TF-IDF 

and logistic regression+XGBoost+CountVectorizer algorithms to determine superiority, and the potential 

enhancements in model performance through text mining optimization techniques like apostrophes and  

one-hot encoding. Through the development and evaluation of this model, the study aims to provide educators 

with a more objective and efficient means of evaluating student arguments, ultimately assisting in their 

instructional endeavors. 

 

 

2. RELATED RESEARCH 

The presence of several levels regarding the quality of students' arguments, as outlined in the previous 

section, organizes discussions on related quality based on these areas and focuses on the same approach as the 

research objectives. This research specifically highlights the methods that have different research approaches 

used in the field of detecting the quality of student arguments. It begins by presenting relevant approaches in 

the domain of argument quality detection, followed by model development techniques. It then discusses works 

on the quality of student arguments in general. Finally, this section outlines works related to model 

development with comparative analysis. 

 

2.1.  Related research on the use of text mining to detect text quality 

Text mining, as one branch of data mining, utilizes techniques and algorithms to analyze and extract 

information from textual data [5]–[9]. The use of text mining in identifying text quality is highly beneficial and 

relevant, considering that most information is currently conveyed through text [10]–[13]. Some previous 

studies have employed text mining to measure text quality using methods such as sentiment analysis, opinion 

mining, and text classification [6], [14]–[17]. The results of these studies vary greatly and still have ample 

room for improvement [18]–[22]. Several criteria are used to measure text quality, such as accuracy, precision, 

recall, and F1-score. These criteria provide an overview of how well text mining algorithms identify text 

quality. In identifying text quality, text mining also employs techniques such as bag of words,  

n-gram, TF-IDF, and word embedding. These techniques are used to transform text into numerical 

representations that can be processed by machines [8], [10], [17]. Research related to text mining for identifying 

text quality also takes into account factors such as context, slang, emotion, and sentiment. These factors 

significantly influence measuring text quality, necessitating better algorithms for measurement. With research 

related to the use of text mining to identify text quality, it is hoped that better and more accurate methods for 

measuring text quality can be discovered. 

 

2.2.  Related research on argument quality detection 

Argument quality detection is a crucial field in communication and learning sciences. Several studies 

have been conducted to explore how to identify argument quality. However, many of these studies use manual 

methods that are time-consuming and inefficient. Therefore, there is a need to develop more effective and 

efficient tools for identifying argument quality [23]–[26]. Some research on argument quality detection uses 

machine learning algorithms such as logistic regression and XGBoost [24]. These algorithms can identify the 

effectiveness and quality levels of arguments more accurately and efficiently than manual methods. One 

interesting study in this field is the development of sentiment analysis models to identify the effectiveness and 

quality of student arguments. In this research, machine learning algorithms are used to learn and identify 
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patterns in student arguments and determine the effectiveness and quality of the arguments. Despite many 

studies related to argument quality detection, there are still many challenges to be addressed. One of the biggest 

challenges is ensuring that the developed tools have high accuracy and can be widely used by teachers and 

learners. Therefore, research related to argument quality detection is still evolving to address these challenges 

and provide more effective and efficient solutions. 

 

2.3.  Related research on the development of machine learning models 

Machine learning models in sentiment measurement system development are an area undergoing 

significant development. These related studies aim to develop predictive models and clustering in categorizing 

sentiment in text or paragraphs [27]–[29]. Some studies have been conducted to develop models for educational 

aspects, such as assessing student responses [20], [30]–[33]. In some studies, models are also compared with other 

text mining methods such as TF-IDF and CountVectorizer to evaluate their effectiveness in text mining [22]. 

Previous research results indicate that models have higher performance levels compared to other methods. There 

is also research focusing on improving the accuracy and effectiveness of models [13], [18], [21]. This research 

involves the development of better machine learning models and the application of optimization techniques to 

improve the results of previous models. This study examines previous research [13], [14], [33] both of which used 

a dataset similar to this study, namely "feedback prize-predicting effective arguments" on Kaggle. Nevertheless, 

the goals of this research differ significantly from the works of [13], [14], [34]. Ding et al. [13] focused on 

improving the accuracy and reliability of automatic assessment of the quality of student arguments by using multi-

task learning, while this research aims to explore the combination of three tasks: automatic span detection, type 

prediction, and quality prediction. Meanwhile, Ding et al. [14] investigates the influence of prompts in identifying 

student arguments. Furthermore, Wang et al. [15] also adopting a combination of logistic regression and XGB 

models, uses a different dataset, focusing on the detection of credit card fraud risk in the UCI Public Germany 

dataset in 2018. Table 1 describes the reseach summary used in this study. 

 

 

Table 1. Research summary 
Research  Dataset Algorithm  Target  Year 

Wang et al. [15] UCI public germany “the German 

credit data set (1994)” 

Linear regression+XGBoost Credit fraud risk 

detection 

2018 

Rahman et al. [1] Twitter “sentiment polarity datasets” N-Gram, TF-IDF, ensemble Comparison  2020 

Dogra et al. [18] Bank report “banking financial news” DistilBERT Evaluation 2021 
Yu et al. [17] Questionnaire “Chengde Medical 

College, China” 

TF-IDF + GRU neural 

networks 

Model development 2021 

Ding et al. [14] Kaggle “feedback prize - predicting 

effective arguments” 

k-means clustering & TF-

IDF 

Model development 

and evaluation 

2022 

Ding et al. [13] Kaggle “feedback prize - predicting 
effective arguments” 

Logistic regression, BERT, 
multi-task learning (MTL) 

Comparison 2023 

Recent research Kaggle “feedback prize - predicting 

effective arguments” 

Logistic regression, Xgboost, 

TF-IDF, CountVectorizer 

Model development 

and evaluation 

2023 

 

 

3. METHOD 

3.1.  Student argument dataset 

The dataset, sourced from Kaggle as secondary data, contains argumentative essays written by 

students in grades 6 to 12 in the United States, originating from Georgia State University (GSU). It includes 

contextual information gathered from students' questionnaire responses on various essay topics, totaling 36,765 

entries. Utilizing this dataset, a model was developed to assess the quality of students' arguments, leveraging 

text and argument types for predictions and providing feedback for improvement. The choice of English for 

the model's development stems from its widespread usage, particularly in scientific literature and NLP research, 

benefiting from available resources and preprocessing techniques. However, efforts to extend the model's 

applicability to other languages are underway to enhance inclusivity and broaden its impact. For more described 

on Table 2 related dataset description, meanwhile Table 3 described example of dataset. 

 

 

Table 2. Dataset description 
Column Explanation 

discourse_id Identification of the discussion containing those arguments. 
essay_id Identification of the essay from the tested discussion. 

discourse_text Text from the argument itself. 

discourse_type Types of arguments, such as evidence, rebuttal, counterclaim, lead, concluding statement, position, and 

claim. 

discourse_effectiveness Numbers representing the types of arguments, such as 1 for ineffective, 2 for adequate, or 3 for effective. 
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Table 3. Example dataset 
discourse_id essay_id discourse_text discourse_type discourse_effectiveness 

c22adee811b6 007ACE74B050 I think that the face is a natural landform because 

there is no life on Mars that we have descovered 

yet  

Claim Adequate 

 
 

This research employs one dependent variable, namely discourse effectiveness, which is divided into 

three categories: "effective," "adequate," and "ineffective." This dependent variable reflects the extent to which 

a student's argument or text is considered effective in the context of discourse analysis. The independent variable 

used in this study is a combination of discourse text and discourse type, with the rationale that discourse type is 

combined with discourse text to clarify the type of argument. Discourse type encompasses seven categories: 

lead, position, claim, CounterClaim, rebuttal, evidence, and concluding statement. Each type of discourse 

contributes uniquely to constructing the structure and content of an argument. In the context of this research, 

this variable becomes the main focus in identifying patterns and characteristics of discourse types that can 

influence discourse effectiveness. The comparison diagram of the distribution of each category is shown in 

Figure 1, and words with the highest frequency in each category are visualized using a word cloud in Figure 2. 

Wordcloud is one of the crucial visualization techniques in text mining, particularly for datasets with 

two classes. It provides a visual representation of the most commonly used words in each class, aiding in the 

identification of key words that may differentiate the two classes. Therefore, wordclouds can expedite and 

simplify the data exploration process, helping researchers understand the characteristics of each class more 

effectively. Additionally, wordclouds assist researchers in selecting the most relevant and important features 

when constructing a classification model. Consequently, wordclouds contribute to enhancing the quality and 

accuracy of text mining analysis on datasets with two classes. 
 

 

 

 
 

Figure. 1. Class type distribution 
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Figure 2. Wordcloud on each type and category 

 
 

3.2.  Research flow 

The study employed a systematic research flow, starting with data collection from a Kaggle dataset 

featuring argumentative essays evaluated by experts for various elements, categorized into argument types and 

effectiveness classes. Preprocessing involved data cleaning, transformation, integration, and reduction to 

enhance efficiency, followed by word and text preprocessing utilizing apostrophes and one-hot encoding for 

better data preparation [30]–[32], [35], [36]. Model evaluation tested three models, including logistic regression 

combined with XGBoost with TF-IDF and CountVectorizer features to weigh words. The goal was to identify 

the most accurate model for predicting data classes. Evaluation results validated analysis accuracy through 

classification, cluster similarity, and topic representativeness, utilizing a multi-output classification model to 

select the best-performing model and test multi-output predictions. Ultimately, the conclusion stage will 

present the results of the text mining analysis and summarize the findings of this research in a clear and 

understandable manner, whether in the form of tables, graphs, or narratives. The steps of this research are 

illustrated in Figure 3. 

 
 

 
 

Figure 3. Research step 
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4. RESULTS AND DISCUSSION 

4.1.  Model development 

The comparison of the developed models is focused on identifying answers to the research question. 

This study investigates how efficiently students' arguments can be detected using: 

a) Logistic regression+XGBoost 

Combining logistic regression with XGBoost using (1): 

 

ŷ𝐾𝑜𝑚𝐴 = 𝛼ŷ𝐿𝑅 + (1 − 𝛼)ŷ𝑋𝐺𝐵 (1) 

 

Where 𝛼ŷ𝐿𝑅 is the prediction from logistic regression, ŷ𝑋𝐺𝐵  is the prediction from the XGBoost model, and 

α is the weight of the specified model. 

The weight α will influence the extent to which the model wants to give preference to the predictions 

from each model. If α=0, the model will only use predictions from the XGBoost model, and if α=1, the 

model will only use predictions from logistic regression. If α is between 0 and 1, the model will assign 

different weights to both predictions. 

b) Logistic regression+XGBoost+TF-IDF 

The combination of logistic regression with XGBoost and TF-IDF involves four equations as (2): 

 

ŷ𝐾𝑜𝑚𝐵 = 𝛼ŷ𝐿𝑅 + 𝛽ŷ𝑋𝐺𝐵 + (1− 𝑎 − 𝛽)ŷ𝑇𝐹𝐼𝐷𝐹  (2) 

 

Where α is the weight assigned to the predictions from the logistic regression model, β is the weight 

assigned to the predictions from the XGBoost model, and (1 − 𝑎 − 𝛽)ŷ𝑇𝐹𝐼𝐷𝐹 is the weight assigned to the 

predictions from the TF-IDF method. 

The weights α, β, and (1 − 𝑎 − 𝛽) will influence how much the model prefers each prediction source. 

If α = 1, only predictions from logistic regression will be used, if β=1, only predictions from XGBoost will 

be used, if (1 − 𝑎 − 𝛽) = 1, only predictions from TF-IDF will be used. 

c) Logistic regression+XGBoost+CountVectorizer 

The combination of logistic regression with XGBoost and CountVectorizer is achieved using (3):  

 

ŷ𝐾𝑜𝑚𝐶 = 𝛼ŷ𝐿𝑅 + 𝛽ŷ𝑋𝐺𝐵 + (1 − 𝑎 − 𝛽)ŷ𝐶𝑉  (3) 

 

Where α is the weight assigned to the predictions from the logistic regression model, β is the weight 

assigned to the predictions from the XGBoost model, and (1 − 𝑎 − 𝛽)ŷ𝐶𝑉 is the weight assigned to the 

predictions from the CountVectorizer method. 

The weights α, β, dan (1 - α - β) will influence the extent to which the model prefers each source of 

predictions. If α=1, then only predictions from logistic regression will be used. If β=1, then only predictions 

from XGBoost will be used. If (1 − 𝑎 − 𝛽) = 1, then only predictions from CountVectorizer will be used. 

This research discusses two methods for determining parameters α and β in composite models:  

‒ Manual determination involves optimization techniques like grid or random search across parameter space, 

offering insights into parameter effects, potentially utilizing complex optimization algorithms.  

‒ Automatic tuning with machine learning utilizes algorithms such as random search or bayesian 

optimization. While manual determination offers deeper insights into parameter variations, the choice 

depends on research goals and resource availability. The modeling aims to analyze machine learning 

algorithm performance across different feature space configurations, as depicted in Table 4, providing clear 

experimental labels for result differentiation and discussion.  
 

 

Table 4. The experimental setup is based on the algorithm used 
Label experimen Model 

A Logistic regression+XGBoost 

B Logistic regression+XGBoost+TF-IDF 

C Logistic regression+XGBoost+CountVectorizer 

 

 

For the purpose of machine learning education, this research utilizes Python, a programming language 

that supports data analysis and mining using various machine learning algorithms. The objective of employing 

multiple machine learning algorithms is to examine the consistency of the acquired knowledge. The study 

conducts three experiments (A, B, and C), employing three classifications for each. The next section presents 

experimental findings for all label combinations and experimental classifiers, followed by a conclusive 

discussion on the research findings. 
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4.2.  Model training and testing 

In this study, the initial dataset consists of 36,765 annotated argumentative essay data ready for 

analysis. To optimize computational performance and provide flexibility to model users, the initial dataset is 

divided into two parts: training data and testing data. This division is done in a 70:30 ratio, where 70% of the 

total initial data (25,735 data) is used as training data, while 30% (11,030 data) is used as testing data. This 

separation is carried out automatically and will be tested randomly, aiming to provide flexibility to model users 

to easily change test data without rearranging training data, thereby facilitating the testing and evaluation 

process of the model. In this way, the research can test and evaluate the model's performance with previously 

unseen data, maintaining the integrity of the analysis results and ensuring that the model has good 

generalization capabilities for new data. 

 

4.3.  Model evaluation 

Table 5 presents the summary accuracy results of three different experiments using models in this 

research. Experiment A utilizes a combination of logistic regression and XGBoost models. The accuracy result 

of this experiment is 58.29%. Precision, measuring the proportion of correctly identified data from a specific 

class, is 65.05%. Recall, measuring the proportion of actual data from a specific class correctly identified by 

the model, is 57.93%. The F-measure, combining precision and recall, has a value of 61.28%. Experiment B 

involves a combined model of logistic regression, XGBoost, and TF-IDF features. This experiment achieves 

an accuracy of 66.20%. Precision reaches 75.44%, recall is 70.12%, and the F-measure reaches 72.31%. 

Experiment C also uses a combined logistic regression and XGBoost model, this time with CountVectorizer 

features. Its accuracy is 66.02%, with precision at 64.11%, recall at 87.32%, and F-measure at 74.12%. The 

evaluation matrix analysis in the table provides a comprehensive overview of the performance of the three 

different experiments in this research. Accuracy is a metric measuring the overall alignment of model 

predictions with actual data. Experiment B with the combined features of logistic regression, XGBoost, and 

TF-IDF shows the highest accuracy at 66.20%, indicating the model's ability to classify data correctly. 

Precision, indicating how well the model can correctly identify positive data, is highest in experiment B with 

a value of 75.44%. Recall, measuring the model's ability to identify all positive data, has the highest value in 

experiment C at 87.32%. The F-measure, combining precision and recall, shows that experiment B has the 

highest balance between these two metrics with a value of 72.31%. Overall, experiments B and C stand out 

with better performance, where experiment C excels in recognizing all positive data (recall), while experiment 

B demonstrates a good balance between precision and recall. The higher accuracy in both experiments indicates 

the model's accuracy in classifying the entire dataset. 

 

 

Table 5. Summary of Model Accuracy Results 
 Experiment A Experiment B Experiment C 

(Logistic regression+ 

XGBoost) 

(Logistic regression+ 

XGBoost+TF-IDF) 

(Logistic regression+ 

XGBoost+CountVectorizer) 

Accuracy (%) 58.29 66.20 66.02 

Precision (%) 65.05 75.44 64.11 
Recall (%) 57.93 70.12 87.32 

F-Measure (%) 61.28  72.31 74.12 

 

 

4.4.  Multi-output classification 

Multi-output classification is a text classification method used to categorize text into multiple different 

classes simultaneously. This method is useful for identifying more than one attribute or category within a text, 

providing more comprehensive and accurate information. For example, in sentiment analysis research, multi-

output classification can be employed to classify a text as positive, negative, or neutral, while also identifying 

the topics or themes discussed in the text. With multi-output classification, we can analyze text in more detail 

and obtain more useful information for specific purposes. In this study, the model testing is based on or has a 

reference in the form of testing data that has been categorized or assigned classes for each argument. The goal 

of multi-class and multi-output is to use this testing data as a reference for classifying the quality classes based 

on computational text, resulting in primary classes such as effective, sufficient, or ineffective. The testing data 

and results used in this study can be seen in Figures 4(a) to 4(c). 

In the initial test results, it was found that the model accuracy rate was approximately 89.32%. There 

were 11.68% prediction errors out of 11,030 tested data. However, after employing the one-hot encoding 

technique in the second test, it was discovered that the model successfully provided prediction results with an 

accuracy rate reaching 92.34%. Therefore, it can be concluded that the model used with TF-IDF and one-hot 

encoding techniques is highly effective in classifying student arguments with a high level of accuracy. In the 

context of using different data in this model, the integration of additional data allows for highly possible 
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adoption, especially if the dataset is consistent with the same target labels. A model that has been trained with 

the original dataset can be updated or fine-tuned with additional datasets to enhance its classification 

capabilities. This approach leverages the diversity of information that may exist in new datasets, enriching the 

model's understanding of variations in the data. It is expected that the combination of different datasets can 

help the model improve its generalization and performance. However, it is crucial to emphasize the importance 

of maintaining consistency in annotations or target labels across the entire dataset so that the model can produce 

consistent and reliable classification results. By merging different data, it is hoped that the model can achieve 

better robustness and handle variations that may arise in the context of classification tasks. 

 

 

   
(a) (b) (c) 

 

Figure 4. Data testing class prediction result: (a) actual data, (b) before using one-hot encoding, and  

(c) after using one-hot encoding 

 

 

5. CONCLUSION 

The results of developing the model using logistic regression and XGBoost indicate that both methods 

can be used to predict a text category with fairly high accuracy. The comparison results using TF-IDF and 

CountVectorizer techniques show that TF-IDF is superior in terms of prediction accuracy. In the initial test, 

the model achieved an accuracy of approximately 89.32%, but there was a 11.68% prediction error out of 

11,030 tested data. In the second test using one-hot encoding technique, the model successfully predicted with 

an accuracy rate of 92.34%. Therefore, it can be concluded that the model used with TF-IDF and one-hot 

encoding techniques is highly effective in classifying student arguments with a high level of accuracy. Using 

TF-IDF, the model can predict a text category more accurately because it considers the importance of a word 

in a document. This can reduce bias compared to using CountVectorizer, which only counts the occurrences 

of words in a document. The success of the model development provides a new breakthrough for educators in 

evaluating and categorizing classes of arguments written by students. This can be further developed by using 

the data from the model to test patterns or patterns of effectiveness and types of arguments. For future research, 

the use of other classification algorithms can also be implemented on the same model to test their performance 

with different classifications.  
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