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Morocco is witnessing an alarming surge in road accidents. Automatic license
plate recognition (ALPR) technology is vital in enhancing road safety. It en-
ables applications like traffic management, law enforcement, and toll collection
by automatically identifying vehicles on the roads. This paper integrated the
ShuffleNet V2 architecture into the end-to-end YOLOVS5 object detection sys-
tem. The goal was to develop a model capable of accurately detecting Moroc-
can license plates with an 87% accuracy rate. The proposed model was able to
achieve high processing speeds of 60 frames per second (FPS) while maintain-
ing a compact size of 1.3 megabytes and a limited computational requirement
of 0.44 million floating-point operations. Compared to other models used in
similar contexts, this model demonstrates superior performance and high com-
patibility with embedded systems, making it a promising solution for addressing
road safety challenges in Morocco.
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1. INTRODUCTION

As reported by the World Health Organization (WHO), Morocco has a significant number of road
traffic-related fatalities. Approximately 3,500 deaths per year are attributed to road traffic accidents, according
to estimates in [1]. Additionally, a study conducted by the Moroccan Ministry of Transport in 2019 revealed
that road accidents in Morocco injured around 30,000 people annually. This is explained by the significant
increase in the number of vehicles.

It can be observed that this rise in numbers presents various challenges in effectively monitoring
instances of car abuse or theft, administering parking fees, enforcing highway speed limits, implementing red
light enforcement measures, and collecting highway tolls, among other related matters. These concerns are of
utmost importance in ensuring traffic safety and urban security, preventing traffic congestion, and facilitating
automated traffic management. The most effective approach to accomplish this task is through the implemen-
tation of an automated license plate recognition system (ALPR). ALPR systems employ cameras and software
to detect and recognize license plate numbers from vehicles automatically. Complex environments such as
lighting conditions, weather conditions, obstructions, angle of view, and plate variation can present a challenge
for ALPR systems, making it difficult for them to detect and recognize license plate numbers accurately.

To address these challenges, ALPR systems frequently employ sophisticated image processing
techniques to enhance the quality of captured images. Additionally, machine learning algorithms are utilized

Journal homepage: http://ijai.iaescore.com



528 a ISSN: 2252-8938

to enhance the precision of license plate recognition. Convolutional neural networks (CNN5s) are deep learning
algorithm that enhances image object detection.

Previous studies [2], [3]] used for license plate detection propose methods that typically capture some
morphological, color, or texture features. These techniques are either computationally demanding, making
them unsuitable for real-time systems, or highly susceptible to changes in plate color. Hough transformation
approaches [4] assume that license plates are delineated by lines that surround them. With the advent of deep
learning, researchers turned to the CNN-based object detection model [5] and its derivatives such as regions
with convolutional neural network features (R-CNN) [6], single shot multibox detector (SSD) [7]], and you only
look once (YOLO) [8] which have been widely used for license plate recognition (LPR) systems.

Laroca et al. [9] utilized the YOLO object detector in two stages, employing simple data
augmentation strategies on inverted characters and license plates, with fine-tuning and training at each stage,
achieving a recognition accuracy of 93.53% at 47 frames per second (FPS), outperforming commercial sys-
tems from OpenALPR and Sighthound. Moreover, according to Tung et al. [10], multitask learning was
employed for LPR, utilizing single-stage detection CNNs like RetinaFace and MobileNet, achieving high pre-
cision (97.70%) and a speed surpassing 62 FPS. Furthermore, according to Selmi et al. [11]], an LPR method
was proposed, employing Gaussian filtering, morphological operators, edge detection, and geometry analysis
in the pre-processing stage to enhance license plate features. However, the method has limitations, such as
handling only one license plate per image and sensitivity to distortions and illumination. Lastly, according to
Kundrotas et al. [12], the internal structure of the Hourglass block has been improved using ResNet blocks
to enhance the speed of license plate identification, particularly in complex conditions, providing a fast and
efficient solution, achieving an average accuracy of 96.19% and a speed of up to 405 FPS.

According to the information provided in [LO]-[12], it is observed that to achieve precise LPR, the
suggested approaches consist of two primary components:

— License plate detection: in this phase, the objective of the researchers is the detection of the license plate,
which, when captured, may be under unfavorable conditions or far away (a small object). Computer
vision has recently recorded great success in various fields, such as the detection and classification of
objects. Therefore, computer vision currently offers the possibility to counteract these problems. For
example, in the literature, proposed methods that are based on CNN can achieve reasonable accuracy
under different conditions.

— Character recognition: once the plate is detected, the researchers proceed to the phase of recognizing its
components. In this part, the proposed methods must be able to detect several objects simultaneously.
Currently, various object detection algorithms have excellent performance in real-time.

However, the majority of images and video sequences are captured in real-world environments where
objects are subject to external factors or are of limited scale. The available methods for addressing these
challenges are limited in number. The methods derived from the YOLO algorithm continue to exhibit supe-
rior performance inside this particular setting. This article presents a novel and robust method for real-time
detection and recognition of Moroccan license plates. The primary contributions of this work can be briefly
summarized as follows:

— We provide a lightweight and enhanced Moroccan license plate detector based on YOLOVS, which can
achieve an excellent balance between accuracy and speed. Firstly, the new ShuffleCANet, which com-
bines the ShufleNetV2 network and the attention coordination mechanism, is proposed as backbone.
However, adjustments in the algorithm would be required to work on different models of Moroccan
number plates.

— We have created a collection of over 7,000 high quality digital photos showing license plates on cars
from Morocco.

— According to our tests on the VisDrone DET 2021 dataset [13]], application-oriented license plate (AOLP)
dataset [[14]], and our Moroccan license plate dataset, the approach we propose performs more effectively
than previous tries on embedded systems.

The structure of this paper is as follows: in the section 2 we describe the ALPR method we suggest.
Section 3 displays and analyzes the outcomes of our tests. The concluding section presents a conclusion of our
study with projections of future perspectives in section 4.
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2. METHOD

In this section, we dissect our ALPR network architecture. We used an improved version of YOLO.
As a family of object detectors, YOLO has proven to be the best in this field. Figure[I]illustrates our end-to-end
ALPR network architecture.
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Figure 1. The diagram flowchart of our system

2.1. YOLOv5

The YOLOVI1 architecture, as outlined in [8]], employs a single neural network to directly predict
bounding boxes and class probabilities from entire images in one evaluation, facilitating the development of
real-time models. This is achieved by generating an S x S grid from the input image and determining whether
the target object is situated at the center of any grid cell. Each grid cell then predicts B bounding boxes along
with their corresponding confidence scores, reflecting the model’s certainty regarding an object’s presence and
its predictions’ accuracy. Formally, confidence is defined as (1):

Pr(Object) x IOU (1)

The bounding box consists of (x, y), which defines the center point relative to the grid cell boundaries. The
width (W) and height (H) are predicted relative to the full picture size, and a confidence score that intersection
over union (IoU) between the predicted box and any ground truth box.

To improve YOLOvI1, YOLOV2 [15], [16] uses Darknet-19 as a backbone, batch normalization to
enhance neural network stability, a high-resolution classifier increased from 224%224 to 448*448 for more
accuracy, and employ anchor boxes which are accountable for the prediction of the bounding container and
which are designed for a given dataset using clustering (k-means clustering). YOLOv3 [17], [18], also called
Darknet-53, is a model that has been developed based on ResNet [19] and feature-pyramid network (FPN).
It uses skip connections like ResNet and three prediction heads like FPN topology, which allows YOLOV3 to
detect objects of different sizes.

YoloV4 [20] is an important improvement of YoloV3, whose authors have developed a new
architecture in the backbone, and they have made modifications in the Neck in order to improve the mean
average precision (mAP). The YOLOv4 backbone is a deep neural network composed mainly of convolution
layers. The key objective of the backbone is to extract relevant features. Backbone selection is a crucial step
in improving object detection performance. The system consists of three components: a bag of gifts, which
serves to enhance the training cost or modify the training method while maintaining a low inference cost; a bag
of specials, which slightly increases the inference cost but can greatly enhance the accuracy of object detection;
and cross stage partial (CSP) Darknet53, which employs a CSPNet approach to divide the backbone feature
map into two segments and subsequently joins them through a multi-step hierarchy. The implementation of
a split and merge approach facilitates a more gradual and attenuated propagation of information within the
network.

Fastest Moroccan license plate recognition using a lightweight modified YOLOvS5 model (Abdelhak Fadili)



530 a ISSN: 2252-8938

YOLOVS [21]], [22]] is an evolution of the YOLO algorithm and a single-stage object detector, it has
three important parts like any other single-stage object detector: model back structure, model neck, and model
head. Model backbone fundamentally extracts significant features from the given input image. YOLOVS is
built upon the architecture of the YOLOv4 algorithm and further evolves the concept initially introduced under
CSPNet [23]]. In YOLOVS, CSP are utilized as the backbone to extract information-rich features from an input
picture. CSPNet has exhibited a huge improvement in processing time with deeper networks.

Model neck is generally utilized to create feature pyramids. Highlight pyramids extract feature maps
of various scales in every layer and fuse the feature maps of the deeper layers with the feature maps of
the previous level, which can convey deep semantic data to the shallow layer. They are beneficial and aid
models perform well on obscure information. Other models utilize diverse feature pyramid techniques like
FPN, BiFPN, and path aggregation network (PAN). YOLOVS5 opts for PAN and includes a bottom-up process
after the top-down process. The schematic diagram of the PAN structure appears in Figure 2]

The PAN [24] system gets the wealthy semantic data conveyed from the FPN layer from top to bottom.
Then, it continues to convey rich spatial data from the base to the top. Finally, parameter aggregation is
performed, and the feature maps of various scales are acquired through upsampling each time and yield comes
about to the detection layer. The task of the concat layer is the joining and consolidation of the feature maps
from two layers, concatenating the features from the upper layer of the network and the output of the features
by each layer in the FPN structure, and output the new features to the next layer of the network.

Finally, to obtain the final detection, the model head is used. It applied anchor boxes on features and
created the last yield vectors with class probabilities, objectness scores, and bounding boxes. The network
structure of the YOLOVS algorithm appears in Figure 3]
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2.2. Improved YOLOVS5 network

YOLOVS contains five models in total. YOLOVS nano is the smallest and fastest model intended for
edge, IoT gadgets, and with OpenCV deep neural network (DNN) support. It is not as much as 2.5 MB in INT8
format and about 4 MB in FP32 format. It is perfect for mobile technologies. YOLOVSs is the smallest model
in the family, with around 7.2 million parameters, and is ideal for running inference on the CPU. YOLOv5m is
a medium-sized model with 21.2 million parameters. It is the best for numerous datasets and training, balancing
speed and accuracy well. YOLOVSI is the largest model in the YOLOvVS5 family with 46.5 million parameters.
It is ideal for data sets where we need to detect smaller objects. The last model is YOLOVS5X, the biggest among
the five models and has the most elevated mAP. In any case, it is a lower speed than the alternatives and has
86.7 million parameters. Figure ] compares the different versions of YOLOvS5 models.

In this article, we are looking for a model that can be both usable in IoT devices and more accurate. In
this context, there are not many choices. YOLOv5n and YOLOvSs are the best. YOLOv5n is a smaller model,
faster but less accurate. YOLOVSs, as shown in FigureE], remains the most suitable choice as it offers the best
balance between speed and accuracy.

Additionally, real-world obligations regularly hope to accomplish the best accuracy with reduced
computation time, and application scenarios such as license plate detection on roadways expect low latency.
This invigorates an arrangement of works towards lightweight architecture design and better speed-accuracy

Int J Artif Intell, Vol. 14, No. 1, February 2025: 527-537



Int J Artif Intell ISSN: 2252-8938 0 531

trade-off, including Xception [25], MobileNet [26]], MobileNet V2 [27], ShuffleNet [28], and CondenseNet
[29]. To measure computational complexity, there are three widely used metrics: memory access cost (MAC),
the number of floating point operations or FLOPs, and the degree of parallelism. Ma et al. [30] showed that
Shufflenetv?2 is the best in comparison with the others.
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Figure 4. Comparison of performance between the different versions of YOLOv5

2.2.1. ShuffleNet V2

ShuffleNet V2 block is an image model block used in the ShuffleNet V2 architecture, where speed is
the metric optimized for. It utilizes a simple operator called channel split, which divides the characteristic
channel input into two branches with channels c-c’ and ¢’ channels individually at the start of each unit.
Following G3, one branch remains as identity. The other branch consists of three convolutions with the same
input and output channels to satisfy G1. The two 1x1 convolutions are no longer group-wise, unlike the
original ShuffleNet. This is partially to follow G2 and partially due to the fact that the split operation already
produces two other groups. After convolution, the two branches are merged. So, the number of channels re-
mains the same (G1). The same “channel shuffle” operation as in ShuffleNet is then used to enable information
communication between the two branches. The ShuffleNet V2 basic unit appears in Figure [5]
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Figure 5. ShuffleNet V2 basic unit

The inspiration for channel split is that elective structures, where pointwise group convolutions and
bottleneck structures are utilized, prompt expanded memory access expenses. Additionally, more network
fragmentation with group convolutions diminishes parallelism (less congenial for GPU), and the element-wise
addition activity, while they have low FLOPs, has a high memory access cost. Channel split is an elective
where we can support a huge number of similarly wide channels (equally wide minimizes memory access cost)
without having dense convolutions or too many groups. According to the study carried out, it seems that the
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integration of shufflenetv2 in the backbone part of YOLOvSs will give a precise and especially fast model
applicable to the embedded computing boards.

2.2.2. Focus layer

The focus module in YOLOVS partitions the image prior to its input into the backbone. The par-
ticular procedure involves obtaining a value for alternate picture pixels, similar to nearby subsampling. By
employing this method, a total of four photos are acquired, each of which serves as a complement to the others.
Furthermore, it is noteworthy that these images possess nearly identical lengths, hence ensuring the absence of
any loss of information. This approach consolidates the W and H data within the channel space, resulting in
a fourfold expansion of the input channel. In this context, the pasted images are being compared to the origi-
nal three-channel RGB mode. The image is initially processed using 12 channels, followed by a convolution
operation. Finally, a double subsampling feature map is generated, ensuring that no information is lost in the
process. Figure[f]illustrates the slice operation performed with yolov5s on a 640 * 640 * 3 image that becomes
after the slice operation a 320 * 320 * 12 feature map, then after a convolution operation, it finally becomes a
320 * 320 * 32 feature map.

Figure 6. Focus structure slice operation

3. EXPERIMENTS AND RESULTS
3.1. Evaluation metrics

Object detection is both a regression and a classification issue. The m AP metric is utilized as a part
of the examination. Firstly, the inclusion of the predicted detection box P to the ground-truth bounding box G
is calculated as (2):

PNG
10U(P,G) = @)

where IoU represents the degree of overlap between predicted bounding box and ground-truth bounding box.

The threshold of the experiment datasets is 0.5; if the JoU is more prominent than 0.5, the detection
is deemed a success. Afterward, the recall (3) and precision (4) of each class are figured independently. Where
TP is the number of correctly predicted samples, F'P is the number of incorrectly predicted samples, and [V,
is the actual number of samples in this class.

TP

Recall = 3)

c

TP B Recall. N,
TP+ FP  Recall.N.+ FP

precision = “)

The average precision for each class is then computed independently as pursues. Taking 11 positions
on the interval [0, 1] of the recall curve at intervals of 0.1, the precision for that class is expressed as a piecewise
function of the recall rate. The area under the function curve is computed as the average precision of the class.
Finally, the m AP of the whole test set is acquired by averaging the mean accuracy of all classes. The detection
speed is used to evaluate the promptness of object detection in application scenarios, and the FPS metric is used
to assess the detection speed, which is the number of images that can be processed per second.

3.2. Performance evaluation on VisDrone dataset

In the context of YOLOVS, it is preferable to initiate the test with a comparative evaluation between its
different versions. We first compared our proposed method with YOLOv5n, YOLOVS5s, and YOLOvV5m on the
VisDrone2021-DET dataset to test their performance in terms of precision, recall and mAP. The YOLOvV5n,
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YOLOVS5s, YOLOvSm, and our model were completed training across 100 epochs using the Visdrone dataset,
which included training images, test images, and validation images. The relative outcomes of the object
detection models are displayed in Table In addition, this table shows the precision, recall, mAP,.5, and
mAP of all models.

Table 1. Comparison results between the suggested architecture and other methods on VisDrone-DET dataset
Method P(%) R(%) mAPy.5(%) mAP(%)

YOLOv5n 36.3 26.0 24.1 12.2
YOLOvVS5s 44.2 31.1 30.9 16.7
YOLOv5Sm  48.4 34.6 353 20.1

Our 334 26.8 26.1 13.5

We compared based on the best result values of the 100 epochs. The mAP value of the original
YOLOV5n, YOLOVSs, and YOLOvSm models are 12.2%, 16.7%, and 20.1%, respectively, while ours is 13.5%.
Overall, We can see that our method has still seen an improvement (1.3%) in m AP compared to YOLOV5n,
which is the best model for mobile and embedded systems. But, it is less accurate compared to YOLOvS5s and
YOLOv5m. This is justified by the latter methods requiring more resources Table

Table 2. Performance comparison of memory size and the number of parameters on VisDrone
Method Params (Million) Memory (MB)

YOLOvV5n L.77 3.80
YOLOV5s 7.03 14.4
YOLOv5Sm 20.88 42.2

Our 0.44 1.30

The deployment of computationally intensive and memory-demanding CNN models on resource-
constrained mobile and embedded devices poses significant challenges. A primary limitation arises from the
restricted memory capacities inherent to these platforms. Consequently, minimizing the memory footprint of
CNNs becomes imperative for enabling efficient inference on mobile and embedded systems. The memory
requirements of a CNN architecture are contingent upon the memory allocation necessary for storing its
learnable parameters, encompassing weights and biases, as well as the intermediate activation data exchanged
between the computational operators constituting the network.

In this context, we compared several parameters and memory required between YOLOvSs, YOLOvSm,
and our model. As exhibited in Table [2} the total parameters of our modified YOLOVS are 6.60 M less than
the YOLOvVS5s model and 20.4 M less than the YOLOv5Sm model. The memory requirement is also reduced
for our model to 1.3 MB while it is 14.4 MB and 42.2 MB for YOLOvS5s and YOLOv5m, respectively. This
comparison shows that our model is less demanding regarding memory and computation than the original
models.

3.3. Performance evaluation on application-oriented license plate dataset

We moreover compared our approach with others on the AOLP database, specifically designed to
evaluate performance in LPR. This database includes images of 352 x 240 pixels, totaling 2049 records, with
1268 utilized for testing. It is subdivided into three subsets identified by categories (automatic cars (AC),
license enforcement (LE), and regional plates (RP)). Table (3| shows the comparison between the methods of
previous researchers and ours.

The evaluation of the performance of different LPR methods on the AOLP database reveals distinct
results, as shown in Table E} The method [9] stands out with the highest m AP of 99.85%, although it is ac-
companied by a relatively longer processing time, requiring 8.54 ms for detection and 3.09 ms for recognition.
Similarly, method [10]], displaying a slightly lower m AP of 95.92%, is also slower with a processing time of
16.13 ms. Method [[L1]] shows similar performance with an m AP of 95.50%, but details on its processing time
are not specified. In contrast, method [[12] manages to balance precision and speed, with an mAP of 96.19%
and processing times of 2.2468 ms for detection and 0.4686 ms for recognition. Finally, our method achieves
an mAP of 97.6%, placing it between the results of [9]] and [12], and standing out with its particularly short
processing time of only 0.384 ms per image. This demonstrates that our approach effectively balances precision
and speed, thus providing an efficient solution for LPR in various scenarios and in real-time.
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Table 3. Comparison results between the suggested architecture and other methods on AOLP datasets
Method mAP (%) Speed (ms)

9] 99.85 8.54 +3.09
[10] 95.92 16.13
(110 95.50 -+ -
96.19 2.2468 + 0.4686
Our 97.6 0,384

3.4. Performance evaluation on our dataset

As far as we know, there are no publicly accessible databases containing images of Moroccan license
plates. That’s why we decided to create our own. Most of the existing systems do not handle plates with Arabic
letters. In addition, the Moroccan plates have a special shape. It is split into three parts: the first part (on the
right) includes the code associated with the plate’s emission region identifier.

This identification goes from 1 to 89. Then, a letter of the Arabic dialect is incremented in the middle
of the control plate. This last one takes into account the registration number of the car. The last part is
composed of a series of five digits ranging from 1 to 99.999, corresponding to the car’s registration number.
Figure[7]shows an example of a Moroccan license plate.

2275481 3%

Figure 7. Moroccan license plate structure

The initial step in developing a dataset involves acquiring visual data in the form of photos. The
acquisition of a dataset constitutes a crucial component in developing a precise object detection system. This
procedure’s initial step involves acquiring photos and video clips, followed by their subsequent classification
and annotation. We used a Garmin Dashcam 56 camera, a Huawei Y9 phone, and a Samsung Galaxy M53
5G phone to capture 7312 images. These choices will offer us a diversified resolution, brightness, and starlight
mention dataset. Figure[§|shows some Moroccan license plate images. After selecting the suitable photographs,
we will proceed to annotate them using a labeling tool. This tool, known as a graphical image annotation tool,
enables us to delineate visual boxes around the objects present in each image. Additionally, the software can
store the XML files corresponding to the annotated photographs automatically.

Figure 8. Sample of database images

In the comparison section using the Visdrone dataset, we highlight the efficiency of our model in terms
of reduced parameter count, compact size, and fast processing speed. Subsequently, we assess the performance
of our model on our dataset. Table [4] presents the m AP and detection speed results for various methods,
including YOLOV5n, YOLOvSs, YOLOvV5m, YOLOvS], YOLOVSX, and our approach. While YOLOv5x and
YOLOVSI achieve the highest mAP (90.9% and 90.54%, respectively), they exhibit slower processing. In
contrast, YOLOvS5m achieves an m AP of 88.96% at 54 FPS, and YOLOVSs balances precision and speed with
an mAP of 85.70% at 68 FPS. Our method achieves a balance with an m AP of 86.9% at 60 FPS, indicating a
commendable compromise. Figure 9] visually displays the performance of our model.
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Table 4. m AP and detection speed results on our dataset
Method mAP (%) FPS (ms)

YOLOv5n 77.21 72
YOLOVSs 85.70 68
YOLOv5m 88.96 54
YOLOVS] 90.54 37
YOLOv5x 90.9 24

Our 86.9 60
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Figure 9. Performance metrics curve of our model on our dataset

To validate the capability and viability of our proposed technique, we have collected a set of videos
of real road scenes, and we have selected different images. The outcomes of the detection are appeared in
Figure [I0] We can see that the proposed network can detect small objects such as far license plates. This
demonstrates that our proposed improvement works well even for complex real-time road environments.

Figure 10. ALPRS results

- i :ﬁw-',iﬂLf' /

/

Our approach outperforms YOLOv5n on the VisDrone dataset with a 13.5% mAP, showcasing
efficiency for mobile systems. On the AOLP database, our method achieves 97.6% accuracy at a remark-
able speed of 0.384 ms per image, demonstrating robustness in diverse scenarios. We created a Moroccan
license plate dataset, validating our model’s versatility in real-world conditions. Efficient parameter usage
and reduced memory footprint make our model suitable for resource-constrained devices, providing a balance

between accuracy and efficiency.
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4. CONCLUSION

In this work, our study presents a new lightweight and powerful ALPR system based on YOLOvS
and incorporating ShuffleNetV2 for a good balance between accuracy and speed. Our results on our dataset
show 86.9% accuracy, with fast 60 FPS detection. The benefits of our method include fewer parameters and
a small 1.3 MB model size, suitable for limited resource embedded systems. This design is effective for
real-time license plate detection, with implications in traffic control and law enforcement. In the future, we sug-
gest conducting detailed studies to further enhance optimizations, focusing on tailoring the system to specific
situations and broadening the dataset for robustness in various environments. Analyzing energy consumption
is crucial for optimizing energy efficiency. It is also important to continually improve real-time processing and
memory efficiency to enhance the practical use of our ALPR system.
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