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 Lawyers play a crucial role in the courtroom, assisting clients in their defense. 

Because of their lack of legal expertise, a person or organization facing legal 

issues requires professional aid. However, we need to know how much money 

will be spent on paying lawyers. The level of complexity in a case can be used 

to determine lawyer costs. Therefore, in this research, we propose employing 

machine learning methodologies, i.e., random forest classifiers and support 

vector machines (SVM), to determine the level of legal case difficulties. The 

novelty of this research is applying a machine learning approach in predicting 

the level of difficulty of legal cases. The data utilized consists of 990 records, 

which are divided into training and testing data in a 90:10 ratio. The term 

frequency-inverse document frequency (TF-IDF) approach was then utilized 

to perform text preprocessing. The text-preprocessing findings are utilized as 

input in the classification process. According to the research findings, an 

accuracy value of 85%, a value of weighted average precision is 88%, and a 

value of weighted average recall is 85%, for support vector machine. Using 

random forest, we achieve an accuracy value of 89%, a value of weighted 

average precision is 85.6%, and a value of weighted average recall is 80%.  
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1. INTRODUCTION 

When confronted with a legal situation, most people have to first consult with a lawyer. A person or 

corporation that is experiencing legal problems needs professional assistance in the legal field because of their 

limited knowledge of criminal cases. In some legal cases, other legal problems often arise. For example, 

someone who reports because they feel like a victim may be punished because they could be reported again. 

Therefore, the services of a lawyer who understands the law well are needed so that these problems can be 

resolved.  

Everything legal can be easily explained and understood with the help of a lawyer. Hiring a lawyer 

can give numerous benefits, including preventing clients from getting into larger troubles and anticipating the 

worst-case scenarios that may arise. As a result, engaging a skilled lawyer can assist the client make a better 

decision and avoid a harsher trial verdict. However, the most important consideration when hiring a lawyer is 

the cost. The amount of legal fees is typically determined by the difficulty of the case at hand. To determine 

the level of difficulty of the case being faced, lawyers usually ask questions such as what type of case is being 

faced, what evidence has been obtained, and the estimated length of time the client will receive the sentence. 

To help speed up determining the level of difficulty of a case, in this research we propose a machine learning 

algorithm, i.e., a support vector machine (SVM) and a random forest classifier. Machine learning is an 

algorithm used to perform learning based on training data. One use of machine learning is for classification, 

i.e., SVM and random forest. 

https://creativecommons.org/licenses/by-sa/4.0/
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Several previous studies have made predictions in the legal field, i.e., Şulea et al. [1] predicted case 

decisions at the French supreme court using data from French high court legal decisions using the SVM method 

with a linear kernel. In his research, f1 score of 75.9% was obtained [1]. Bhilare et al. [2] employed descriptive 

data from legal cases to estimate the result of court decisions using the naive bayes and SVM. In the result, 

SVM using a linear kernel performed 78% better than naive Bayes [2]. Support vector regression with a linear 

kernel is also used in research from [3] to identify cases at the European court. The data utilized comprises 

cases relevant to the convention's paragraphs 3, 6, and 8. According to the research results, an accuracy rate of 

79% was achieved [3]. Furthermore, Katz et al. [4] employs the random forest to estimate the behavior of the 

US Supreme Court in a general environment. The case-level and vote-justice data are from the database of the 

US Supreme Court. According to the research results, at the case level, the value of accuracy is 70.2%, while 

at the sound fairness level, the value of accuracy is 71.9% [4].  

Predictions of court cases in Indonesia were predicted using term frequency-inverse document frequency 

(TF-IDF) and the k-nearest neighbors (KNN) algorithm in a study [5]. The data utilized is 100 data points from 

Bandung district court sentence decisions. According to his study, there are four categories of legal cases: small 

criminal cases, medium criminal cases, huge criminal cases, and corruption cases. An accuracy rate in his research 

is 86.6667%, a precision value is 85.2862%, and a recall value is 86.6667%. Furthermore, Sari et al. [6] employs 

machine learning for predicting sentence length. The data used consists of 100 sentences of decision data. In his 

research, cases were grouped into three classes, namely class 1 for imprisonment of less than 5 years, class 2 for 

imprisonment of 5-10 years, and class 3 for imprisonment of more than 10 years. The longer the prison period 

they receive, the more complicated the legal cases they face become. The approaches employed include naive 

Bayes and KNN. The KNN has an accuracy rate is 84%, a precision is 90%, and a recall is 84%. The naive Bayes 

classifier has an accuracy rate is 80%, a precision is 72.16844%, and a recall is 80%. 

Based on previous research, SVM can be used to predict or identify legal cases [1], [2]. Meanwhile, 

alternative machine learning algorithms, i.e., naive Bayes and KNN, have been used in a study [6] to estimate 

the length of punishment using 100 data. This study continues the research of [6], which recommended 

employing another machine learning algorithms, i.e., SVM and random forest, to predict the level of difficulty 

of a legal case. The data used in this research was expanded to 990 legal decision data containing evidence 

used in the case. 
 

 

2. METHOD  

To predict the level of difficulty of a legal case, numerous stages are required, as shown in Figure 1. 

We collected 990 data from the Bandung district court. This data represents case decisions at the Bandung 

District Court. The decision contains the attributes of the evidence and the length of the defendant's 

punishment. These attributes will be used as features to predict the difficulty level of a case.  
 

 

 
 

Figure 1. The flowchart of the AI-based models and experimental methods applied 
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The data is divided into 4 categories based on the level of case difficulty. We divide the data into a 

training and a testing dataset with a ratio of 90:10. The next stage is to carry out preprocessing on the sentence 

decision data so that the data can be used. 

 

2.1.  Data preprocessing 

Data preprocessing is used to remove noise from the data. In this study, we use four steps, i.e., case 

folding, tokenizing, stopping words, and stemming. The case folding stage involves changing capital letters to 

lowercase. The next stage is the tokenizing stage, which involves breaking down sentences into single words 

[7]. The next stage is to do filtering by performing stopword removal, which means that every word generated 

by tokenizing is reviewed, and any prepositions that have nothing to do with analysis are eliminated [8]. 

Stemming is the last stage of preprocessing. In this step, words are changed to basic words [9]. In the next 

stage, we perform weighting of words. 

 

2.2.  Weighting of word 

Weighting of words is the process of assigning weights to each word by using the TF-IDF approach, 

as in (1) and (2), so that it may be utilized as input in the classification. The phases of word weighting using 

TF-IDF are as follows [10]. The initial step in word weighting is to compute the term frequencies (TF) for each 

word. Sentences that have been broken down into words will be scored. Each word will be assigned a value of 

1. The following step is to determine the document frequencies (DF) for each word by summing the TF values 

for each word. The third stage is to compute the inverse document frequencies (IDF) as in (1). 

 

𝐼𝐷𝐹(𝑊) = log (
𝑁

𝐷𝐹(𝑊)
) (1) 

 

After that, we assign a weight to each word. We multiply the TF value by the IDF as in (2). 

 

𝑊𝑖𝑗 = 𝑡𝑓𝑖𝑗 × log
𝐷

𝑑𝑓𝑗
 (2) 

 

The word weighting results will be utilized as input for the classification process, which will employ the SVM 

and random forest classifier.  

 

2.3.  Support vector machine 

In SVM, we find the hyperplane in the feature space that best divides the data into distinct classes 

[11], as shown in (3).  

 

𝑓(𝑥) = 𝑤 ∙ 𝑥 + 𝑏 (3) 

 

where 𝑓(𝑥) is subspace of set of hyperplanes, 𝑥 is space of input, 𝑤 is weighted vector, and 𝑏 is bias. A line is 

called a hyperplane in two dimensions. It refers to subspace in higher dimensions. The margin is the distance 

between the hyperplane and the closest data point from each class, and SVM seeks the hyperplane that 

maximizes this [12]–[15]. As seen in Figure 2, the closest data point is called the support vector. 

 

 

 
 

Figure 2. The mechanism of SVM 

 

 

By utilizing a kernel trick, SVM can handle non-linear decision boundaries [16]–[19]. The features of 

the input must be mapped in order to construct a linear decision boundary. In SVM, there are three kernel 

functions, i.e., linear, the radial basis function (RBF) and polynomial kernels [20]–[22]. In practical scenarios 



Int J Artif Intell  ISSN: 2252-8938  

 

Predicting levels of legal case difficulties using machine learning (Ilmiyati Sari) 

4367 

where the data exhibits some overlap or is not entirely separable, SVM can be extended to accommodate a 

certain degree of misclassification. This extension is known as a "soft margin," and the SVM algorithm strives 

to find a balance between maximizing the margin and minimizing misclassifications. Once the hyperplane is 

established, the process of classifying a new data point involves determining on which side of the hyperplane 

it resides [23], [24]. SVM find extensive applications in diverse fields such as image classification, text 

categorization, and bioinformatics. Their effectiveness lies in their adeptness at managing intricate 

relationships within data and exhibiting robust generalization to previously unseen data. 

 

2.4.  Random forest classifier 

A random forest ensemble learning approach is used for classification. It generates a huge number of 

decision trees during training, then produces the mean prediction, or the mode of the classes for each tree  

[25]–[28]. A comprehensive outline of the random forest algorithm is provided: 

− Random sampling with replacement using bootstraps: choose a portion of the training data at random using 

replacement. This implies that certain cases might be included twice in the subset and others might not. 

− Feature randomization: for each decision tree node, only a random feature is considered for splitting. This 

contributes to the introduction of tree diversity. 

− Building decision trees: develop a decision tree for each collection of features and data. Recursively, 

growing the tree involves periodically dividing the data according to the chosen features until a halting 

condition is satisfied (e.g., minimum samples per leaf and maximum depth attained). 

− Voting or averaging: in classification, each tree "votes" for a class, and the class with the most votes become 

the predicted class. To determine the final regression prediction for a given regression task, the predictions 

made by each tree are averaged. 

− Collective outcome: the combined outcome of each individual tree is the ultimate output. Through the 

reduction of overfitting and the capture of a more robust pattern in the data, this ensemble technique 

contributes to the enhancement of the model's resilience and generalization. 

The benefits of random forest are high accuracy, robustness to overfitting, and feature importance. 

The drawbacks of using random forest are complexity and computational cost [29]. Random forests are a 

widely used approach because they may be used for a wide range of activities and data types. They are widely 

used in machine learning due to their robustness and ability to manage complex data interactions. 

 

2.5.  Evaluation model 

We evaluate the model by calculating accuracy (Acc), precision and recall as in (4) to (6) [30]–[32]. 

Accuracy is one of the metrics used to measure the accuracy of data by calculating the comparison between 

the correct predictions and the entire data. Precision is the comparison between true positive predictions and 

the overall positive predicted results, while recall is the comparison between true positive predictions and all 

true positive data. For multi-class cases, weighting is needed to calculate precision and recall using weighted 

average precision (WAP) and weighted average recall (WAR) as in (7) and (8). 

 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
× 100% (4) 

 

𝑝𝑘 =
𝑇𝑃𝑘

𝑇𝑃𝑘+𝐹𝑃𝑘
× 100% (5) 

 

𝑊𝐴𝑃 =  
∑ 𝑝𝑘𝑑𝑘

𝑛
𝑘=1

∑ 𝑑𝑘
𝑛
𝑘=1

 (6) 

 

𝑟𝑘 =
𝑇𝑃𝑘

𝑇𝑃𝑘+𝐹𝑁𝑘
× 100%  (7) 

 

𝑊𝐴𝑅 =  
∑ 𝑟𝑘𝑑𝑘

𝑛
𝑘=1

∑ 𝑑𝑘
𝑛
𝑘=1

 (8) 

 

with TP and TN are true positive and true negative, FP and FN are false positive and false negative, pk is 

precision in k class, dk is actual data in the 𝑘 class, and rk is recall in 𝑘 class.  

 

 

3. RESULTS AND DISCUSSION 

In our research, we collect 990 data on sentence decisions at the Bandung District Court. We divided 

the data into two datasets: training and testing, with a ratio of 90:10. 1 contains examples of the data that has 

been collected. Table 1 data from sentencing decisions at the bandung district court (4 of 990 dataset). 
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Table 1. Dataset of sentencing decisions at the bandung district court (4 of 990 dataset) 
Decision Code 

Stated that the defendant GREDY PANTERA Als IYANG Bin GUGUN GUNAWAN was proven to have committed 
the criminal act "Attempt or evil conspiracy to commit a Narcotics crime without any right or against the law to 

possess, keep in possession of or provide Class I Narcotics which are not plants as intended in paragraph (1) weighing 

more than 5 (five) grams” 2. The defendant GREDY PANTERA Als IYANG Bin GUGUN GUNAWAN was 
sentenced to imprisonment for 7 (seven) years and a fine of Rp. 1,000,000,000. 3. State evidence in the form of; 1 

box of Sampoerna Mild cigarettes contains two small plastic clip packages of crystal methamphetamine weighing 

0.3260 grams. 20 (twenty) small plastic clip packages of Narkotija type crystal methamphetamine weighing 5.2525 
grams. 1 unit of Oppo brand cellphone; 

3 

Stated that the Defendants: 1. Asep Warman bin Mamat, 2. Yadi Setiadi alias Tahu bin Mamat Rahmat, 3. Tatang 

Supriadi bin Mansyur S. mentioned above, were proven to have committed "violence against people who caused 
injury" as in the first alternative indictment; Impose prison sentences of 1 (one) year and 4 (four) months respectively; 

Establish as evidence 1 BMC brand helmet and 1 Double Stick; 

1 

Stated that the Defendant AGUS SUHERMAN Bin HARUN KOMARUDIN was proven to be Circulating 
Counterfeit Rupiah ". Sentenced AGUS SUHERMAN Bin HARUN KOMARUDIN to 2 years and fined Rp. 

200,000,000, Order the defendant to remain in detention; evidence in the form of: Fake rupiah currency amounting 

to Rp. 10,000,000- which is still tied with a money rope, Rp. 100,000 for 100 shares; 

2 

DECIDES Declaring that the prosecution of the Defendant YAYAH WILIYAH Binti ALM M. HARIS is 

discontinued because the person concerned has died; Order the Registrar to record the dismissal of the prosecution 

against the defendant YAYAH WILIYAH Binti ALM M. HARIS in the Criminal case register Number: 
54/Pid.B/2022/PN. Bdg; 

4 

 

 

To predict the level of difficulty of a legal case, text preprocessing is first carried out. The first step is 

case folding, which converts all letters to lowercase. Tokenizing involves breaking down sentences into single 

words. The next step is the stopword stage, basically, each word is reviewed, and if there are words that have 

nothing to do with analysis, will be eliminated. Finally, during the stemming step, the collection of words 

processed with stop words is transformed into the form of basic words or affixes are removed. Table 2 displays 

the outcomes of data preprocessing.  

 

 

Table 2. Result of data preprocessing (4 of 990 dataset) 
Decision Code 

indictment of Gredy Pantera Als Iyang bin Gugun Gunawan, evidence of a criminal act, attempted conspiracy, 

criminal act of narcotics, Haka, you are against the law, possession, possession of power of attorney for narcotics, 

class of planting, paragraph 1, weighing more than 5, five grams, 2 convictions, indictment of Gredy Pantera Als 
Iyang bin Gugun Gunawan, imprisonment for 7 seven year fine Rp. 1,000,000,000 charge order to detain order to 

detain 3 items of evidence 1 one box of Sampoerna mild cigarettes containing two plastic packets of narcotic clips, 

type of methamphetamine, heavy 0 3260 grams 20 twenty packages of plastic clips of narcotic narcotics, type of 
methamphetamine, heavy 5 2525 grams 1 unit Oppo brand cell phone 

3 

Indictment 1 Asep Warman Bin Mamat 2 Yad Setiadi alias Bin Mamat Rahmat 3 Tatang Supriadi Bin Mansyur S on 

evidence of criminal acts of violent behavior of people due to injuries Alternative charges one fall criminal charge 
prison sentence 1 year 4 four months still arrest detained on the road Charge less criminal fall Still accused, still hold 

evidence in the form of 1 BMC brand helmet, 1 double stick 

1 

Indicted Agus Suherman bin Harun Komarudin, legal evidence of wrongdoing in the crime of circulating counterfeit 
rupiah, convicted. Indicted by Agus Suherman bin Harun Komarudin, 2-2 years imprisonment, fine of IDR 

200,000,000, of course the fine will be paid in lieu of imprisonment for 2 months, still detained on the road. 
Insufficient sentence falls. Order to indict detained. remains evidence of fake rupiah currency Rp. 10,000,000 - tie a 

string tied broken money Rp. 100,000 - 100 pieces 

2 

Yayah Wiliyah Binti Alm M Haris has died and remains involved in the world, the clerk's order is to record the failure 

to prosecute Yayah Wiliyah Binti Alm M Haris, criminal case registration number 54 PID B 2022 PN BDG 

4 

 

 

Later, we perform word weighting by using the TF-IDF method, as in (1) and (2). This result is input 

for the classification process. To perform classification, we employ SVM and random forest classifiers.  

Tables 3 and 4 present the classification results. 

 

 

Table 3. Confusion matrix of SVM 
 Prediction 

Actual Class 1 2 3 4 

1 40 1 0 1 
2 8 30 2 1 

3 1 1 13 0 

4 0 0 0 1 
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In Table 3, in the actual situation, as many as 40 legal cases with a class 1 difficulty level are predicted 

to enter class 1, 1 case is predicted to enter class 2, and 1 case is predicted to enter class 4. For legal cases with 

class 2 difficulty level, in actual circumstances, 30 cases are predicted to enter class 2, 8 cases are predicted to 

enter class 1, 2 cases are predicted to enter class 3 and 1 case is predicted to enter class 4. For legal cases with 

a difficulty level of class 3, in actual circumstances, 13 cases are predicted to enter class 3, 1 is predicted to 

enter class 1 and 1 is predicted to enter class 2. Meanwhile, for cases with a class 4 difficulty level, it is predicted 

to enter class 4 as many as 1 case. 

According to Table 4, in the actual situation, 44 legal cases with a class 1 difficulty level are predicted 

to enter class 1, and 1 case is predicted to enter class 2. In actual circumstances, 30 legal cases with a difficulty 

level of class 2 are predicted to enter class 2, 4 cases are predicted to enter class 1, 2 cases are predicted to enter 

class 3, and 1 case is predicted to enter class 4. In actual circumstances, 13 legal cases with a difficulty level of 

class 3 are anticipated to enter class 3, 1 is predicted to enter class 1, 1 is predicted to enter class 2, and 1 is 

predicted to enter class 4. Meanwhile, for cases with a class 4 difficulty level, it is predicted to enter class 4 as 

many as 1 case. The model is then evaluated by computing the accuracy value, weighted average of precision, 

and weighted average of recall with (4), (6), and (8). Table 5 summarizes the model evaluation results. 

 

 

Table 4. Confusion matrix of random forest 
 Prediction 

Actual 

Class 1 2 3 4 
1 44 1 0 0 

2 4 30 2 1 

3 1 1 13 1 
4 0 0 0 1 

 

 

Table 5. Result of evaluation model 
Class SVM Random forest Number of test data 

Acc (%) Precision (%) Recall (%) Acc (%) Precision (%) Recall (%) 

1  82 95  90 98 4 

2  94 74  94 82 1 

3  87 87  87 81 3 
4  0 0  0 0 4 

 85   89    

Weighted Average  88 85  91 89  

 

 

Table 5 summarizes the overall evaluation results. The model, which was constructed with a SVM, 

has accuracy value of 85%, a WAP of 88%, and a WAR of 85%. Using random forest, we achieve an accuracy 

value of 89%, a value of WAP is 85.6%, and a value of WAR is 80%. Based on these results, it can be concluded 

that the random forest method has better results than using the SVM method in predicting the level of difficulty 

of a legal case. 

 

 

4. CONCLUSION 

One factor in determining attorney fees is the level of difficulty of the legal case being faced. The 

more difficult the case is to resolve, the more expensive it will be to pay a lawyer. Therefore, it is very important 

for us to know the level of difficulty of the legal case we are facing. In this research, we propose SVM and 

random forest classifiers to estimate the level of difficulty of a legal case. The data used consists of 990 data. 

We divide the data with a ratio of 90:10 for training data and testing dataset. After that, text preprocessing was 

carried out using the TF-IDF method. The results of the preprocessing text are used as input in the classification 

process. Based on the research results, an accuracy value of 85%, a value of WAP is 88%, and a value of WAR 

is 85%. Using random forest, we achieve an accuracy value of 89%, a value of WAP is 85.6%, and a value of 

WAR is 80%. In the case of this data, it can be concluded that the random forest method is a better model than 

the SVM for predicting the level of difficulty of a legal case. For further research, other methods can also be 

used as a comparison, such as a deep learning approach. 
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