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 The amount of crimes committed online has undoubtedly increased as more 

people use the internet for e-commerce and other financial transactions. 

Machine learning algorithms have been created to detect payment fraud in 

online purchasing in order to address the issue. This study performs a 

thorough comparative examination of different metaheuristic optimizations 

as hyperparameter tuning methods; these are particle swarm optimization 

(PSO) and genetic algorithm (GA). They are used to optimize the receiver 

operating characteristic (ROC) area under the curve (AUC) of the three 

machine learning algorithms, namely X-gradient boost, random forest 

classifier, and light gradient boost machine. Since the study's data are 

unbalanced, the determined metrics were ROC AUC. PSO offers consistent 

conditions for finding the best solution, according to our experiment. 

Without the inclusion of population annihilation strategies, PSO can achieve 

the greatest results in various situations which are different from GA, a 

consistent condition for finding the best solution, according to our 

experiment. Without the inclusion of population annihilation strategies, PSO 

can achieve the greatest results in various situations. The findings indicate 

that random forest classifier provided the highest ROC AUC value both 

before and after the hyperparameter tuning process, with a score of 88.69% 

attained while utilizing PSO.  
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1. INTRODUCTION 

The way society functions has undergone a significant change as a result of technological 

advancement. The development of technologies has completely changed how people could go about their 

everyday life and do business. Meeting personal needs is one of the improvements. They only purchase their 

wants using digital technologies namely online shopping. It has become a popular and practical way to buy 

goods and services. The number of options for online shopping has significantly increased with the 

development of companies like Shopee and Tokopedia. However, the increasing usage of the internet for  

e-commerce and other financial operations has unavoidably increased the number of crimes committed on the 

internet. The concealment of the complex network may provide a breeding ground for criminals to engage in 

fraudulent activities [1]. 

The merchants must deal with a wide variety of fraud and abuse. The account takeover, free-trial 

abuse, refund fraud, reseller fraud, fake product news, first-party fraud, payment fraud, and many more are 

examples of fraud [2]. All of these put the merchants' reputation and revenue at risk. Money laundering and 

the spread of fake news are two examples of fraud that have serious repercussions for society as a whole.  

https://creativecommons.org/licenses/by-sa/4.0/
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E-commerce fraud is increasing quickly because, unlike in the early years of the internet, today's scammers 

are well-funded and well-equipped professional rings. The extremely constrained window of time in which 

acceptance or denial must be made is the main difficulty in fraud detection. The sheer volume of transactions 

that must be handled at one time is also remarkable. One of the main concerns with e-commerce systems is 

identifying fraud as soon as possible when the transaction is being performed [3]. In reality, fraudulent and 

legitimate transactions coexist, which makes it challenging to accurately detect them using basic pattern 

matching methods [4]. Therefore, this essay focuses on how to spot payment fraud in online shopping. 

For the purpose of identifying fraud, a lot of machine learning models have been developed and 

have been shown to be capable of saving billions of dollars annually. Machine learning is equivalent to 

having multiple groups of analysts run thousands of queries and evaluate the outcomes to choose the optimal 

solution. When identifying minor trends or illogical patterns, it is much faster, more scalable, effective, and 

more accurate than humans. This indicates that the model is able to recognize suspect clients even in the 

absence of a chargeback. 

Hyperparameter tuning is done to improve the machine learning algorithm. Metaheuristic 

optimization techniques, including particle swarm optimization (PSO) and genetic algorithm (GA), were 

employed in this research. The basic concept of GA's algorithm is the theory of life evolution. PSO, on the 

other hand, adopts the theory of colonization from a swarm of feeding creatures [5]. The layout of this essay 

will be as follows. Related works to this study are included in section 2. The experiment's technique or 

methodology was explored in section 3. While part 4 will focus on the experiment results analysis. Finally, 

the conclusion was covered in section 5. 

In machine learning, there are various methods for detecting fraud. The effectiveness of fraud 

detection software is frequently correlated with the efficiency of utilized feature engineering strategies, 

particularly those that explain client behavior because this information is quite helpful in identifying fraud 

patterns. Fraud by credit cards is rising at the same rate as the number of customers.  

Khatri et al. [6] tested the suitability of supervised machine learning models for estimating the 

likelihood of fraudulent transactions using an unbalanced dataset. They studied some models including 

random forest, K-nearest neighbor (KNN), decision tree, naive Bayes, and logistic regression. The decision 

tree model is the most effective one for foretelling these frauds. Although the KNN model is more sensitive 

than the decision tree, it takes much longer to test the data. Another approach is using machine learning 

algorithms like the random forest and the Adaboost algorithms. Sailusha et al. [7] classify the credit card 

transactions that are within the dataset as both fraud and non-fraud transactions. In terms of recall, precision, 

and F1-score, the random forest algorithm surpasses the Adaboost algorithm. 

Deep learning has become an important factor among several subfields of finance. Nanduri et al. [2], 

suggested a novel deep learning-based model for rules extraction to identify fraudulent e-commerce 

transactions. This algorithm surpasses the state-of-the-art in terms of recall, accuracy, area under the receiver 

operating characteristic (AUROC), and F1-score. The absence of all likely patterns needed to train adequate 

supervised learning models is commonly the difficulty related with fraud detection. The fact that fraudulent 

patterns are not just rare but also change over time makes this problem worse. Youssef et al. [8] propose a 

method that, by giving each data point a consistency score, has a great deal of promise for detecting outliers 

and pure inliers. 

Taobao, recognized as one of the largest global e-commerce platforms, boasts a substantial repository 

of transaction data. The platform employs a sophisticated fraud detection system, extensively evaluated in [9]. 

The assessment reveals that the proposed attacks exhibit a notable likelihood of circumventing the deployed 

detector, causing a significant reduction in average precision from nearly 90% to 20%. 

Microsoft’s new fraud-management system (FMS) explained in [10] can quickly identify and stop 

new fraud patterns. Advanced real-time dynamic risk feature generation methods and specially created  

short- and long-term sequential machine learning models are used. The system also optimizes the risk-control 

module's decisions using dynamic optimization techniques known as prospective control modeling for the 

highest long-term sales and profits. An easy way to comply with the conference paper formatting 

requirements is to use this document as a template and simply type your text into it. 

 

 

2. PROPOSED METHODS 

The phases of this research are as follows: i) a preliminary study; ii) data gathering; iii) data pre-

processing; and iv) construction of the machine learning models and evaluation. A preliminary study is made 

in order to fully comprehend the subject of e-commerce fraud, which has been chosen for the research. In the 

second stage and third stage, the data are gathered and pre-processed to make them appropriate for machine 

learning models. The various machine learning models will next be compared with our suggested model 

which is the model with the addition of a meta-heuristic algorithm as their hyperparameter tuning methods. 
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2.1.  Preliminary study 

This research's initial phase was a preliminary investigation that included literature reviews. The 

purpose of the literature review was to identify prior research, clarify the theoretical underpinnings, and 

describe the methodologies employed in this study. Reading sources from journals relating to machine 

learning models and e-commerce fraud detection, like IEEE and Springer, are searched and reviewed as part 

of the study of literature.  

 

2.2.  Data gathering 

The IEEE-computational intelligence society (IEEE-CIS) provided the dataset for this study, which 

was made accessible by Vesta Corporation. The pioneer in secure online payment methods is Vesta 

Corporation. Identity table and transaction table are two of the data sets that are utilized to create the machine 

learning model in this study. A transaction table has 590,540 records and 394 feature columns. The 

transaction table includes information about money transfers as well as other gifting items and services, 

including product codes, payment card details, client addresses, and transaction amounts. 41 columns of 

features make up the 144,233 data in the identity database. A digital signature (UA/browser/os/version) and 

network connection information (IP, ISP, proxy) related to transactions are both stored in the Identity table. 

They are gathered by the partners in digital security and Vesta's fraud prevention system.  

 

2.3.  Data pre-processing 

Data pre-processing comes next after data collection. Raw data must be modified during data  

pre-processing in order for it to be used in a machine learning model. It involves data cleaning, data 

formatting, and data transformation. Dropping the columns with more than 20% of the values missing is the 

first step in cleaning and formatting the data in this dataset. Then, the category and numerical features are 

divided and handled differently depending on the kind of each feature. The approach to filling in the missing 

values for numerical attributes is to use the median. For categorical features, however, the most common 

value should be used to fill in any missing values. Then, the category and numerical properties are combined 

once more. For data transformation, by comparing each category level to a predetermined reference level, 

one-hot encoding is used to convert the categorical features for data transformation [11]. The dataset was 

then divided into a 20% testing set and an 80% training set. While StandardScaler function is used to 

standardize the functionality of the input dataset for numerical features. 

The dataset has an imbalance class for classification, as shown by the data. Figure 1 representation 

of the change of dataset's high normal-to-fraudulent ratio illustrates how predictions from the original 

training set were wildly distorted to balanced dataset. Imbalanced class classification of data is a significant 

issue for machine learning and hard to improve accuracy. Almost every classification technique will provide 

substantially higher accuracy for the majority class than for the minority class when working with 

unbalanced data. An indication of subpar categorization performance is this disparity. In order to resolve this 

issue, the data was processed with the synthetic minority over-sampling technique (SMOTE) algorithm by 

oversampling method. Modifying the majority or minority class distribution allows the classification 

algorithm to treat an imbalanced dataset equally [12]. By resampling the minority class sample, this strategy 

creates a fresh sample from the minority class to balance the dataset [13].  

 

 

 
 

Figure 1. Pie chart of total fraud and not fraud before SMOTE and after SMOTE 
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2.4.  Model building and evaluation 

Model building and evaluation come next. Figure 2 represents the flow of creating the model. Our 

approach to determine the optimal machine learning model for spotting ecommerce fraud involves comparing 

models like random forest, light gradient boost machine, and x-gradient boost. To improve the model's 

accuracy and receiver operating characteristic (ROC) area under the curve (AUC) value, hyperparameter 

approaches will be integrated with it. Two hyperparameter optimization approaches, PSO and GA, were 

applied to enhance the model's quality. John Holland invented GAs, which were influenced by Darwin's 

theory of evolution. A search algorithm based on the principles of natural selection and genetics is known as 

a GA [14]. PSO, a stochastic optimization technique, is based on the movement and behavior of swarms. 

PSO uses the concept of social engagement to resolve a conflict. It makes use of a swarm of particles (called 

agents) that roam the search space in search of the optimum solution. The positional coordinates in the 

solution space that correspond to each swarm member's best solution thus far are sought after by each 

member of the swarm. It is known as a personal best [15]. The optimum hyperparameter approaches for each 

machine learning model will be determined by comparing them to one another. The evaluation metrics that 

will be examined are ROC AUC since they can be overly optimistic in situations when there are few samples 

of the minority class and there is a badly imbalanced classification problem [16]. 

The evaluation metric focused on in this study is ROC AUC. This is a result of the dataset's 

imbalanced number of classes, where there are a disproportionately large number of not fraudulent 

transactions. Accuracy value for data with a uniform distribution is more significant than ROC AUC. 

However, ROC AUC may be more significant in other circumstances, usually for extremely unbalanced data. 

ROC-AUC is required to determine how well the model can distinguish between positive and negative 

classes [17]. While accuracy is simply the proportion of accurate predictions, ROC AUC contrasts the 

relationship between true positive rate and false positive rate [18]. 

 

 

 
 

Figure 2. The flow of creating the model 
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3. RESULTS AND DISCUSSION 

The findings of the technique previously outlined in section 3 are summarized in Table 1. Based on 

their ROC AUC value of 88.69%, random forest classifier using PSO as their optimization for 

hyperparameter tuning produces the greatest results out of all machine learning methods as it is shown in 

Figure 3. The top machine learning method, however, according to test accuracy, is XG-boost classifier, 

which has a 97.28% accuracy rate.  
 
 

Table 1. Summary ROC AUC value and accuracy with and without hyperparameter tuning 
Machine learning models ROC AUC (%) Train accuracy (%) Test accuracy (%) 

Random forest classifier Default 88.38 100.00 97.27 

PSO 88.69 98.88 97.22 
GA 87.73 97.06 96.45 

XG-Boost classifier Default 87.53 97.96 97.21 

PSO 87.27 98.43 97.21 
GA 88.33 98.25 97.28 

Light gradient boost machine Default 87.04 96.45 95.72 

PSO 87.64 98.36 97.10 
GA 84.99 97.01 96.76 

 

 

 
 

Figure 3. Line graph of ROC AUC value comparison 
 

 

Here are the findings after each machine learning model's hyperparameters were tuned using PSO 

and GA techniques, with the ROC AUC calculated appropriately. Table 2 shows the set of best 

hyperparameters that represent the ideal model configuration achieved according to each strategy and, as a 

result, the highest accuracy, as well as the corresponding score (ROC AUC) and tuning techniques for 

hyperparameters. It should be noted that while default settings produce excellent results for certain machine 

learning models and datasets, this may not be circumstance when the model and/or data source are changed 

[19]. According to our dataset, setting the default value for the 'learning rate' in the light gradient boost 

machine using PSO to 0,1 yielded a ROC AUC value of 87,04%; however, setting this hyperparameter to 

0.36 yielded a higher ROC AUC value of 87,64%.  

According to the confusion matrix in Figure 4, the random forest classifier model with GA as its 

hyperparameter optimization method correctly predicts the majority of fraud transactions (1,731 data). This 

result is different from the best ROC AUC value achieved by the random forest classifier model with PSO as 

its hyperparameter optimization method. This is due to the number of errors in predicting transactions that 

are not fraud but predicted fraud is much more than the random forest classifier model with PSO as its 

hyperparameter optimization with a difference of 903 data. The model with the best ROC AUC also managed 

to predict fraudulent transactions correctly, namely as much as 1,575 data. The error in predicting fraudulent 

transactions is also small, which is only 775 data. Therefore, the random forest classifier model with PSO as 

its hyperparameter optimization method gets the best ROC AUC value in predicting fraudulent transactions 

PSO outperforms GAs in some cases, and vice versa, implying that the two methods traverse the 

problem in different ways. PSO successfully outperforms GA from ROC AUC result using random forest 

classifier and light gradient boost machine learning model. On the other hand, GA outperforms PSO from 

ROC AUC value using the XG-Boost classifier model. The findings of GA and PSO implementations in 

fraud detection prove that the PSO algorithm outperforms the GA algorithm in both accuracy and iteration in 

determining the best solution. PSO's key advantages over mathematical algorithms and other heuristic 

optimization methods are its simple concept, straightforward implementation, adaptability to control 

parameters, and computation time [20]. 
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Table 2. Comparison of the best hyperparameter value in each machine learning model 
HP approach Machine learning model ROC AUC (%) Best hyperparameters 

PSO Random forest 88.69 'max_depth':37 
'n_estimators':78 

'max_features': 37 

'min_samples_leaf': 6 
'min_samples_split':5 

XG-Boost 87.27 'max_depth': 7 

'learning_rate': 0.36 
'scale_pos_weight': 2 

'gamma': 5 

'reg_lambda': 1 
'subsample': 0.76 

'colsample_bytree': 0.29 

Light gradient boost machine 87.64 'max_depth': -1,  
'learning_rate': 0.36 

'max_bin': 460 

'min_data_in_leaf': 36 
'feature_fraction': 0.98 

GA Random forest 87.73 'max_depth':39 

'n_estimators':27 
'max_features': 8 

'min_samples_leaf': 6 

'min_samples_split': 7 

XG-Boost 88.33 'max_depth': 10 

'learning_rate': 0.11 

'scale_pos_weight': 1 
'gamma': 4 

'reg_lambda': 0 

'subsample': 0.91 
'colsample_bytree': 0.17 

Light gradient boost machine 84.99 ‘max_depth': -1 

'learning_rate': 0.27 

'max_bin': 52 
'min_data_in_leaf': 10 

'feature_fraction': 0.04 

 
 

 
 

Figure 4. Confusion matrix comparison of machine learning models 
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Both GA and PSO employ population-based methodologies [21], sharing several characteristics. 

While GA is recognized for discovering global optimal solutions [22], this research highlights a time 

advantage for PSO over GA. Computational efficiency favors PSO, as evidenced by its lower computational 

cost due to more apparent convergence [23] and a simpler parameter setup [24]. Unlike GA, PSO achieves a 

steady state in locating. 

Optimal solutions, eliminating the need for population destruction techniques [5]. Additionally, 

PSO's simplicity in implementation and ease of parameter tuning makes it particularly appealing for 

computationally constrained applications. This facilitates faster deployment and requires less fine-tuning 

compared to GA [25]. 

 

 

4. CONCLUSION 

Since today's scammers are professional rings with ample resources and modern equipment, unlike 

in the early years of the internet, e-commerce fraud is growing swiftly. Many machines learning models have 

been created for the purpose of recognizing fraud and have proven to be capable of saving billions of dollars 

per year. It is faster, more scalable, efficient, and precise than humans at spotting insignificant trends or 

illogical patterns. In this work, a comparison analysis has been conducted to identify the top machine 

learning algorithms. XG-boost, random forest classifier, and light gradient boost machine models of machine 

learning are employed. Metaheuristic optimization methods like GA and PSO have been applied as a 

hyperparameter tuning strategy to improve the quality of machine learning models. Based on our experiment, 

in contrast to GA, PSO provides a steady condition for finding the best solution. Without the use of 

population elimination methods, PSO can get the best outcomes in various situations. Unlike GAs, which 

must eliminate populations after they reach a specific saturation point in order to increase accuracy. PSO also 

has faster computational time than GA. The findings indicate that random forest classifier provided the 

highest ROC AUC value both before and after the hyperparameter tuning process, with a score of 88.69% 

attained while utilizing PSO. 
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