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 This systematic review focused on evaluating the impact of the machine 

learning operations (MLOps) methodology on anomaly detection and the 

integration of artificial intelligence (AI) projects in computer auditing. Data 

collection was carried out by searching for articles in databases, such as 

Scopus and PubMed, covering the period from 2018 to 2024. The rigorous 

application of the preferred reporting items for systematic reviews and meta-

analyses (PRISMA) methodology allowed 88 significant records to be 

selected from an initial set of 1,389, highlighting the completeness of the 

selection phase. Both quantitative and qualitative analysis of the data 

obtained revealed emerging trends in the research and provided key insights 

into the implementation of MLOps in AI projects, especially in response to 

increasing complexity, whereby the adoption of the MLOps methodology 

stands out as a crucial component to optimize anomaly detection and 

improve integration in the context of information technology auditing. This 

systematic approach not only consolidates current knowledge but also stands 

as an essential guide for researchers and practitioners, and the information 

derived from this systematic review provides valuable guidance for future 

practices and decisions at the intersection of AI and information technology 

auditing. 
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1. INTRODUCTION 

In the current business landscape, where digitization is omnipresent, ensuring the integrity and security 

of information emerges as a critical pillar to ensure the continuity and efficiency of organizations. According to 

Goes [1], he reveal that 12% of companies have experienced significant security incidents in the last 12 months, 

generating economic losses that reach an average of 5% of their annual revenue. Furthermore, they suggest that 

the reputational impact of these incidents can be even more damaging, affecting the trust of customers and 

business partners. In the face of the increasing complexity of information systems, internal information 

technology auditing is emerging as an indispensable tool for assessing the effectiveness of the security 

management in place. Haller [2] indicate that 80% of companies consider internal auditing as an essential 

component of their risk management strategy. However, challenges remain, with 35% of organizations 

reporting difficulties in adapting their audit procedures to the rapid evolution of technology [3]. 

In this context, early anomaly detection and the implementation of machine learning operations 

(MLOps) practices are presented as innovative strategies that strengthen information security and improve 

the efficiency of auditing processes. Alsagheer et al. [4] indicate that organizations that adopt advanced 

approaches, such as MLOps integration, experience up to 45% fewer security incidents, reducing associated 

https://creativecommons.org/licenses/by-sa/4.0/
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costs by 30%. In addition, Neghawi et al. [5] found that 65% of security professionals believe that artificial 

intelligence (AI) and machine learning (ML) will play a crucial role in the future of information security. Due 

to the rising number of cyber threats, organizations are adopting advanced approaches to safeguard their 

digital assets. It is appreciated that most companies have experienced an increase in attempted cyber-attacks 

compared to the previous year. 

The combination of these approaches, along with the assessment using the continuous agile 

enterprise security architecture review in 8 domains (CAESAR8) model, provides a comprehensive 

framework that enhances resilience against potential threats and optimizes internal audit procedures. Previous 

implementations have shown an improvement in the efficiency of audit processes when using the CAESAR8 

model as an assessment tool [6]. Therefore, the question at hand is: How does the implementation of MLOps 

methodology for anomaly identification affect the integration of AI projects applied in computer auditing? To 

comprehensively address this question, we aim to analyze the effectiveness of predictive anomaly models in 

early threat detection in production project environments. Recent studies, Amini et al. [7] have shown that 

these models achieve an 80% detection rate compared to traditional methods. Also, a 25% decrease in the 

impact of previously undetected incidents has been observed. Therefore, our objective is to evaluate the 

effect of the integration of MLOps on the effective management of these models, particularly in the context 

of internal information technology auditing. Peltonen and Dias [8] suggest that organizations that adopt 

MLOps experience improved model adaptability, resulting in increased effectiveness during unexpected 

threat situations. In addition, they indicate that organizations implementing MLOps experience a reduction in 

time spent on manual auditing tasks [9]. Finally, they critically examine the validity and applicability of the 

CAESAR8 model as an assessment tool in this area. According to Loft et al. [10], a positive correlation of 

85% was found between the evaluations conducted using the CAESAR8 model and the effectiveness of the 

implemented security controls, indicating its usefulness as an evaluation standard. 

To systematically address the proposed objectives, we will conduct a comprehensive review of the 

academic literature. The search for relevant studies will be performed in databases, following specific inclusion 

criteria that focus on works that implement predictive models of anomalies and MLOps, evaluated using the 

CAESAR8 model in the context of internal information technology auditing. Study selection, data extraction, 

and quality assessment will be conducted to ensure the integrity and objectivity of the process. This 

methodology will provide a strong foundation for comprehensively addressing the research question and 

reaching meaningful conclusions within the proposed scope of study [11]–[15]. It is important to note that 

computer security and audit efficiency are not only related to technology but also to staff training. 

Mukhopadhyay and Jain [16] state that 70% of security breaches are caused by human error, emphasizing the 

significance of continuous training programs. Therefore, a comprehensive approach that includes personnel 

training and awareness can also benefit the implementation of predictive models and MLOps. In the last two 

years, there has been an increase in the adoption of AI-based approaches in internal auditing [17]. This trend 

emphasizes the importance and increasing acceptance of advanced technologies in audit environments. When 

implementing MLOps, it is crucial to note that 60% of organizations that have adopted MLOps report a 30% 

improvement in collaboration between security and development teams [18]. This finding underscores the 

significance of cross-functional collaboration for the success of ML-based security initiatives. Returning to the 

CAESAR8 model, it has been observed that its application has led to a significant improvement in the 

alignment of internal audit practices with internationally recognized security standards. Loft et al. [10] shows 

that 80% of organizations report improved alignment with security frameworks such as ISO 27001 after 

implementing CAESAR8. Moreover, data shows that implementing ML processes through MLOps can lead to 

a 15% reduction in operational costs related to security management for 70% of organizations [19]. The 

integration of predictive anomaly models supported by MLOps, evaluated using the CAESAR8 model, 

represents a comprehensive approach to strengthening information technology security and optimizing internal 

audit processes. 

 

 

2. METHODOLOGY 

In the dynamic environment of internal information technology auditing, where constantly evolving 

information security threats demand the implementation of advanced technologies to safeguard the integrity 

and security of systems, a rigorous methodology is proposed to protect the integrity and security of systems 

against constantly evolving information security threats. The methodology follows a structured approach that 

begins with the precise formulation of the research question. The integration of the MLOps methodology for 

anomaly identification in AI projects applied to computer auditing, together with specialized tools such as the 

CAESAR8 model, is emerging as a potentially innovative strategy. 
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2.1.  Research question 

The research question for this systematic review focuses on understanding the impact of implementing 

the MLOps methodology on anomaly identification during the integration of AI projects applied in computer 

auditing. The acronym population, intervention, comparison, outcome (PICO) provides a logical structure for 

breaking down the research question. In this context, the population (P) is defined as AI projects applied in 

computer auditing, the intervention (I) refers to the application of the MLOps methodology in these projects, the 

comparison (C) could involve projects that do not use MLOps or use other methods, and the outcome (O) 

focuses on the identification of anomalies during the integration of these projects. A table has been created to 

provide a synthesis visually and concisely, this table includes relevant components such as the research 

question, the PICO breakdown, and the key sources used in the review. Table 1 serves as a visual resource to 

facilitate a quick and clear understanding of the essential elements of the research. 

 

 

Table 1. Research synthesis 
Research 
question 

¿How does the implementation of the MLOps methodology affect the identification of anomalies in the integration of 
AI projects applied in computer auditing? 

PEAK 

breakdown 

P: This review focuses on specific AI projects applied in computer auditing, addressing.  

I: implementation of the MLOps methodology compared to projects that do not use MLOps or apply other methodologies. 

C: comparison will include aspects of efficiency, performance, and anomaly detection during integration.  

O: objective is to evaluate the impact of MLOps on the effective identification of anomalies in these projects 
Key 

sources 

- Akkineni et al. [3] found that the successful implementation of MLOps significantly improved the lifecycle 

efficiency of AI models, suggesting a positive impact on information technology audit projects. 

- Speth et al. [20] underline the need to adapt MLOps to the specific characteristics of computer auditing, highlighting 

the importance of considering the particular aspects of this discipline during implementation. 

- Miñon et al. [21] provide a comprehensive comparative review of various methodologies used in AI projects, 
offering a basis for contrasting the effectiveness of MLOps with other common practices. 

- Gurses and Monti [22] present case studies that explore anomaly detection and performance improvement in similar 

AI projects, providing valuable insights for impact evaluation. 

 

 

In addition, a comparative table has been created to outline the key aspects covered by the four 

selected studies: Akkineni et al. [3], Speth et al. [20], Miñon et al. [21], and Gurses and Monti [22]. Table 2 

presents comprehensive information on the impact of MLOps, the adaptation of MLOps to computer 

auditing, a comparison with other methodologies, and the inclusion of case studies. The table presents the 

specific contributions of each study, serving as a quick reference tool to assess their perspectives and 

limitations. In a way, the comparative table highlights the diversity of approaches and conclusions in the 

literature reviewed, providing a solid basis for understanding the application of MLOps in AI projects in the 

exact field of computer auditing. 

 

 

Table 2. Quick overview of the key aspects addressed 
Aspects Authors' approaches and findings 

Impact of 

MLOps 

The findings of Akkineni 

et al. [3] reveal a 

significant positive impact 

of the implementation of 

the MLOps methodology 
on the life cycle efficiency 

of AI models. 

In the study by Speth et al. 

[20], the importance of 

adapting the MLOps 

methodology to the 

specific characteristics of 
computer auditing is 

emphasized. 

Miñon et al. [21] 

offer a detailed 

comparative 

review of various 

methodologies 
used in AI 

projects. 

The research by Gurses et al. 

[22] provides specific case 

studies that explore anomaly 

detection and performance 

improvement in AI projects. 

Adaptation to 

information 

technology 
audit 

Although Akkineni et al. 

[3] do not specify details 

about the adaptation of 
MLOps to computer 

auditing, the positive 

results suggest that the 

methodology can be 

applied effectively in this 
context. 

Speth et al. [20] highlight 

the need to adapt MLOps 

to the particularities of 
computer auditing, 

underlining the importance 

of considering the specific 

aspects of this discipline 

when implementing the 
methodology. 

The adaptation of 

MLOps to 

computer auditing 
is not detailed in 

the comparative 

review by Miñon 

et al. [21]. 

No specific information on the 

adaptation of MLOps to 

information technology 
auditing is provided in the 

study by Gurses et al. [22]. 

Comparison 

with other 

methodologies 

Akkineni et al. [3] do not 

detail the comparison of 

MLOps with other 

methodologies in their 
study. The absence of this 

information could be 

considered a limitation of 

the study. 

Speth et al. [20] do not 

specifically address a 

comparison with other 

methodologies in their 
study, focusing on the 

importance of adapting 

MLOps to computer 

auditing. 

Miñon et al. [21] 

offer a detailed 

comparative 

review of various 
methodologies 

used in AI 

projects. 

The research by Gurses et al. 

[22] does not include a direct 

comparison with other 

methodologies in their case 
studies. However, the case 

studies offer valuable insights 

into the effectiveness of 

MLOps in identifying 

anomalies in AI projects. 
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2.2.  Search strategy 

The main objective of the search strategy for this systematic review is to collect relevant evidence 

comprehensively from two key databases: PubMed and Scopus, using the PICO methodology to structure the 

search effectively and answer the research question. Table 3 presents the PICO components with their 

associated keywords, which allows the identification of the essential terms that will define the search in the 

selected databases. According to the population, this refers to specific projects of AI applied to computer 

auditing, while the intervention covers the application of the MLOps methodology. The comparison includes 

projects without MLOps or with other methodologies, and the result focuses on the recognition of anomalies 

in the union of these projects. Table 4 displays the search equation for each PICO component in PubMed and 

Scopus databases. The equations were carefully developed with logical operators and related terms to expand 

search coverage. 

 

 

Table 3. PICO components with keywords 
Component Keywords 

P Internal computer auditors, audit teams, audit experts, information security professionals, information security 

experts 

I Predictive anomaly model, predictive anomaly system, irregularity detection algorithm, MLOps, operational 

practices of ML, CAESAR8 model, CAESAR8 approach, implementation, deployment, execution, application, 

internal computer audit, internal review of computer systems, security internal audit 
C Traditional audit methods, conventional audit techniques, conventional approaches to anomaly detection, traditional 

methods for detecting irregularities, conventional techniques for anomaly detection, conventional computer audit, 

traditional audit practices, conventional audit methods 

O Precision, accuracy, reliability, rigor, efficiency, productivity, performance, effectiveness, impact, results, anomaly 

detection, identification of irregularities, detection of issues, improvement in the effectiveness of computer audit, 
optimization of efficiency in audit, increase in effectiveness in computer review 

 

 

Table 4. Search equation by PICO component in PubMed and Scopus 
Search equation by component PubMed Scopus 

(TITLE-ABS-KEY ("Internal computer auditors" OR "Audit teams" OR "Audit experts" OR "Information 

security professionals" OR "Information security experts") AND TITLE-ABS-KEY ("Predictive anomaly 
model" OR "Predictive anomaly system" OR "Irregularity detection algorithm" OR "MLOps" OR 

"Operational practices of ML" OR "CAESAR8 model" OR "CAESAR8 approach" OR "Implementation" 

OR "Deployment" OR "Execution" OR "Application" OR "Internal computer audit" OR "Internal review 

of computer systems" OR "Security internal audit") OR TITLE-ABS-KEY ("Traditional audit methods" 

OR "Conventional audit techniques" OR "Conventional approaches to anomaly detection" OR 
"Traditional methods for detecting irregularities" OR "Conventional techniques for anomaly detection" 

OR "Conventional computer audit" OR "Traditional audit practices" OR "Conventional audit methods") 

AND TITLE-ABS-KEY ("Precision" OR "Accuracy" OR "Reliability" OR "Rigor" OR "Efficiency" OR 

"Productivity" OR "Performance" OR "Effectiveness" OR "Impact" OR "Results" OR "Anomaly 

detection" OR "Identification of irregularities" OR "Detection of issues" OR "Improvement in the 
effectiveness of computer audit" OR "Optimization of efficiency in audit" OR "Increase in effectiveness in 

computer review" )) 

26 112 

(TITLE-ABS-KEY ("Internal computer auditors" OR "Audit teams" OR "Audit experts" OR "Information 

security professionals" OR "Information security experts") OR TITLE-ABS-KEY ("Predictive anomaly 

model" OR "Predictive anomaly system" OR "Irregularity detection algorithm" OR "MLOps" OR 
"Operational practices of ML" OR "CAESAR8 model" OR "CAESAR8 approach" OR "Implementation" 

OR "Deployment" OR "Execution" OR "Application" OR "Internal computer audit" OR "Internal review 

of computer systems" OR "Security internal audit") AND TITLE-ABS-KEY ("Traditional audit methods" 

OR "Conventional audit techniques" OR "Conventional approaches to anomaly detection" OR 

"Traditional methods for detecting irregularities" OR "Conventional techniques for anomaly detection" 
OR "Conventional computer audit" OR "Traditional audit practices" OR "Conventional audit methods")) 

1072 179 

 

 

This strategy seeks to comprehensively address the research question, ensuring the inclusion of 

relevant and current studies that contribute to the analysis of the implementation of MLOps in AI projects in 

computer auditing. The search strategy implemented for this systematic review was guided by the preferred 

reporting items for systematic reviews and meta-analyses (PRISMA) methodological guidelines, ensuring a 

structured and transparent approach at all stages of the process. The comprehensive literature search was 

conducted in two key databases, PubMed and Scopus, using carefully selected search terms according to the 

PICO components. Inclusion and exclusion criteria were defined to ensure the relevance and quality of the 

selected studies. We included primary studies, systematic reviews, and meta-analyses that directly addressed 

the implementation of the MLOps methodology in AI projects applied to computer auditing. In addition, the 

search was limited to studies published between 2018 and 2024 in English and Spanish to maintain relevance 

and geographic diversity. Tables 5 and 6 discuss the inclusion and exclusion criteria and provide a detailed 
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overview of the rules applied during source selection. Exclusion criteria were applied to exclude editorials, 

commentaries, and studies not directly related to the application of MLOps in the context of computer 

auditing. This process ensured completeness and consistency in the selection of studies, contributing to the 

methodological soundness of the systematic review. Figure 1 shows the application of the PRISMA 

methodology and the meticulous attention to the established inclusion and exclusion criteria, which allowed 

the identification of relevant sources that will support the objectives of this systematic review. 

 

 

Table 5. Inclusion criteria and it is justification 
Inclusion criteria Justification 

- Include primary studies, systematic reviews, and meta-

analyses. 

Primary studies provide detailed information, while systematic reviews 

provide an overview of the existing landscape. 

- Include studies published between 2018 and 2024. This time range guarantees the inclusion of recent studies relevant to the 

current MLOps methodology. 

- Include studies in English and Spanish. The inclusion of multiple languages expands the geographical and 
linguistic diversity of the review. 

- Directly address the implementation of MLOps in AI 

projects in computer auditing. 

The aim is to ensure the relevance and focus of the included studies in 

relation to the research question. 

 

 

Table 6. Exclusion criteria and it is justification 
Exclusion criteria Justification 

- Exclude editorials, comments and studies not related to the 
implementation of MLOps in computer auditing. 

Sources that do not directly contribute to the evaluation of the 
impact of MLOps are excluded. 

 

 

 
 

Figure 1. Identification of studies through PRISMA database and registries 

 

 

The search strategy, aligned with the PRISMA methodology, was developed in three fundamental 

phases to ensure the completeness and quality of the systematic review [23]. In the first identification phase, 

key databases were selected, such as PubMed and Scopus, recognized for their breadth and relevance in the 

field of AI and computer auditing. This strategic choice ensured the inclusion of a representative spectrum of 

available literature, essential to address the complexity of implementing MLOps in computer audit projects. 

In addition, duplicate records were eliminated to optimize source selection and ensure the integrity of the 

process. The second phase, screening, focused on the application of previously defined inclusion and 

exclusion criteria [23], for this, an initial screening based on titles and abstracts was performed, which 
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effectively excluded studies that did not meet the established relevance criteria. During this phase, reports not 

retrieved were also analyzed to ensure and take into account all relevant sources. In the third phase, we 

conducted a comprehensive review of the remaining articles, systematically applying the inclusion and 

exclusion criteria. This final phase allowed us to identify and select the studies that met all the established 

criteria, ensuring the quality and relevance of the evidence collected. This methodologically rigorous 

approach provides a sound and reliable basis for systematic review, following PRISMA guidelines [23]. 

Through the acceptance of a transparent and structured strategy, the reproducibility and validity of the 

process are promoted, contributing to the generation of knowledge in the field of MLOps implementation in 

information technology audit projects. 

 

 

3. RESULTS AND DISCUSSION 

In this systematic review, a comprehensive analysis of various research sources was carried out to 

evaluate and synthesize the available evidence in the field of MLOps applied to anomaly detection in 

development projects in the specific context of information technology auditing. The results obtained reveal a 

diverse range of approaches and practices in the implementation of MLOps methodologies, highlighting the 

need to adapt these strategies to address the complexities inherent in the integration of AI projects in the field 

of auditing. In addition, breaches and areas of opportunity were identified that could guide future research, 

including process optimization, standardization of practices, and incorporation of advanced ML techniques to 

improve anomaly detection and computer auditing. These findings provide a comprehensive overview of the 

current state of the art in the implementation of MLOps methodologies, serving as a basis for the 

development and refinement of effective strategies in the field of computer auditing based on the 

implementation of AI. 

Table 7 presents a detailed synthesis of the implementations of MLOps in the incorporation of AI 

projects. This organizational structure allows for a clear and hierarchical view of how MLOps has been 

employed to address specific challenges in various domains, from cloud computing security to information 

security and auditing. The analysis identified seven thematic clusters, each focused on specific MLOps 

implementations. In the group focused on security in Cloud and Laboratory Computing, valuable insights on 

how MLOps is applied to ensure technical and organizational security in cloud-based laboratory 

environments are provided [24]. In the enterprise IT governance group, the PubMed study [25] highlighted 

the importance of MLOps in the efficient management of AI models in the IT governance framework. For the 

ML model development and deployment group, multiple registries such as [26]–[55] contributed to a 

comprehensive view of how MLOps optimizes the entire lifecycle of models, from initial develop pment to 

deployment in production environments. In the context of drug discovery, Yadav and Thakkar [56] 

highlighted the specific application of MLOps in the the neural oscillation attention long short-term memory 

(NOA-LSTM) architecture for time series forecasting. However, multiple records [4], [17], [56]–[67] 

highlight that the implementation focuses on effective time series data management, optimization, and 

implementation of deployment pipelines that enable seamless integration in the discovery domain. The group 

focused on applications in Information security and policy compliance, in [60] detailed the creation of 

deepchecks, a library that uses MLOps to test and validate ML models and data likewise, the other records as 

[67]–[82] show that this type of implementation addresses critical security and compliance concerns by 

providing automated tools to assess the integrity and ethics of AI models used in different applications. The 

DevOps-related group on software engineering and anomaly detection showed how the paper [83] outlined a 

complete AI lifecycle, integrating MLOps for efficient anomaly detection throughout the development and 

production process. Finally, the group linked to cybersecurity and auditing revealed the specific application 

of MLOps in the cybersecurity decision support model [84], providing tools for risk identification and 

management in cyber environments. This systematic analysis provides a comprehensive overview of the 

various implementations of MLOps in specific contexts, highlighting their crucial role in the optimization 

and security of AI projects applied in computer auditing. 

 

 

Table 7. Specific implementations of MLOps in the integration of AI projects 
# Implementations Reference 

1 Cloud Computing and Laboratory Security [24] 

2 Governance of Information Technologies in Colombian Companies [25] 

3 Development and Deployment of ML Models [26]–[55] 

4 MLOps Methodology in Drug Discovery [4], [17], [56]–[66] 
5 Applications in Information Security and Policy Compliance [67]–[82] 

6 DevOps in Software Engineering and Anomaly Detection [83], [85]–[89] 

7 Cybersecurity and Audit [10], [84], [90]–[104] 
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The table highlights the diversity of applications of MLOps in various AI-related contexts. The specific 

implementation for each group presents unique approaches, demonstrating the adaptability of the MLOps 

methodology to diverse problems. This diversity reveals the richness of MLOps implementation in current 

research on AI project integration. Consequently, Table 8 presents a synthesis of alternative methodologies and 

efficiency differences in AI projects in computer auditing, each of them characterized. In the first group, 

composed of records such as the development and deployment of ML models, the implementation of a specific 

MLOps architecture is proposed to efficiently coordinate the development and deployment of models, optimizing 

operational efficiency in the management of computer audit projects [26], [60]. The second group, which 

includes registries such as patient-level explainable ML to predict major adverse cardiovascular events from 

single photon emission computed tomography (SPECT) myocardial perfusion imaging (MPI) and coronary 

computed tomography angiography (CCTA) images, highlights the application of an interpretable ML approach, 

improving efficiency in the identification of cardiovascular events at the patient level [30], [36], [56]. The third 

group, presenting radiological images and ML in trends, perspectives, and projections, proposes the application 

of advanced ML techniques to medical images to improve the identification of pathologies, thus optimizing the 

detection of anomalies in computer auditing [34], [43], [60]. The fourth group, which includes logs as iterative 

processes in a review of semi-supervised ML in rehabilitation science, highlights the implementation of iterative 

and semi-supervised processes in ML to improve efficiency in computer auditing projects with limited data sets 

[38], [44], [63]. The fifth group sees the comparison of different supervised ML algorithms for anomaly or 

disease prediction and suggests the comparison of supervised algorithms to optimize efficiency in computer audit 

projects related to prediction [31], [39], [59]. In the sixth group, the application of decentralized governance of 

ML, as evidenced in logs such as MLOps, is presented to improve efficiency in computer audit project 

management [4], [33], [66]. Finally, the seventh group, [24], [67], [81], presents technical and organizational 

security considerations for laboratory cloud computing, addresses security and compliance in MLOps projects, 

and optimizes efficiency in computer audit security in laboratory cloud environments. This detailed classification 

and analysis provides a comprehensive view of alternative methodologies and observed differences in efficiency. 
 

 

Table 8. Matrix of alternative methodologies and difference in efficiency in MLOps projects 
# Alternative methodology Difference in efficiency Reference 

1 Implement a specific MLOps architecture to efficiently 

coordinate the development and deployment of ML models 

in information technology audit projects. 

Optimize laboratory cloud security by applying 

MLOps, thereby improving operational efficiency 

in project management. 

[26], [60] 

2 Use an interpretable ML approach to predict cardiovascular 

events from SPECT MPI and CCTA images, providing a 

clear understanding of model decisions. 

Improve efficiency in the identification of adverse 

cardiovascular events at the patient level, thus 

optimizing decision making in health-related 

computer audits. 

[30], 

[36], [56] 

3 Apply advanced ML techniques to radiological and 
pathological images to improve pathology identification in 

the context of pathology. 

Optimize the detection of anomalies in computer 
auditing through more accurate interpretation of 

medical images. 

[34], 
[43], [60] 

4 Implement iterative and semi-supervised processes in ML to 

optimize efficiency in rehabilitation science, especially in 

limited data sets. 

Improve efficiency in computer audit projects 

where data sets are limited, through iterative and 

semi-supervised processes. 

[38], 

[44], [63] 

5 Carry out the comparison of different supervised ML 

algorithms for disease prediction, selecting the most 

effective one. 

Optimize efficiency in computer audit projects 

related to medical evaluation through careful 

selection of disease prediction algorithms. 

[31], 

[39], [59] 

6 Implement decentralized governance of ML, providing an 

overview and overcoming challenges to improve efficiency 
in managing information technology audit projects. 

Optimize information technology audit project 

management by decentralizing MLOps and 
addressing specific challenges. 

[4], [33], 

[66] 

7 Address technical and organizational security considerations 

for laboratory cloud computing in MLOps projects. 

Improve the security efficiency of information 

technology audit projects in laboratory cloud 

environments through a detailed focus on technical 

and organizational security. 

[24], 

[67], [81] 

 

 

Upon examining the table, it becomes apparent that each group of registries has adopted a diverse 

range of approaches and strategies. Each alternative methodology is tailored to the specific nature of the 

analyzed projects, emphasizing crucial aspects such as interpretability in ML, the application of advanced 

techniques in medical imaging, and decentralized governance in MLOps. The efficiency difference is evident 

in how each approach enhances operational efficiency and security in various information technology audit 

contexts. The variety of approaches highlights the significance of tailoring the methodology to the specifics 

of each project, enabling efficient optimization of anomaly identification. 

Table 9 presents a classification of 88 articles selected from PubMed and Scopus databases into 6 

groups that allow a structured analysis of impact measurement in projects with and without MLOps, focusing 

on efficiency, performance, and anomaly detection. The first group, composed of articles [4], [26], [29], [32], 

[34], [43], [51], [60], [63], [66], [72], [77], [83], [86], efficiency in projects with MLOps was explored, 
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evaluating development time, resource utilization and adaptability in these contexts. In the second group, 

composed of articles [17], [27], [28], [30], [33], [35], [37], [39], [41], [42], [45], [48]–[50], [52], [53], [55], 

[56], [58]-[61], [68], [69], [71], [73]–[75], [78]–[82], [85], [86], [88], [90], [92]–[94], [105], [106], examined 

the performance in projects with MLOps, analyzing accuracy, processing speed, and scalability. The third 

group, composed of papers [10], [24], [25], [31], [36], [38], [40], [44], [46], [47], [54], [57], [62], [64], [65], 

[67], [70], [76], [84], [91], [95]–[104], focused on anomaly detection in projects with MLOps, evaluating the 

ability of the models to identify unconventional behaviors. Groups 4, 5, and 6 performed similar 

measurements but on projects without MLOps, analyzing efficiency, performance, and anomaly detection, 

respectively. The resulting table will provide a detailed and comparative analysis of impact measurement in 

different key aspects, providing a solid basis for the discussion and conclusions of this systematic review. 

The table presents a comprehensive overview of how the implementation of MLOps affects 

efficiency, performance, and anomaly detection in AI projects applied to computer auditing. The results 

demonstrate the positive impact of MLOps on key aspects of project development, emphasizing its 

importance in enhancing operational efficiency, model performance, and the ability to identify and manage 

anomalies. In addition, the comparison between projects with and without MLOps highlights the potential 

limitations associated with the absence of this methodology. These findings provide a solid basis for the 

discussion and conclusions of the systematic review, emphasizing the importance of implementing MLOps in 

the context of computer auditing and AI. 

 
 

Table 9. Measuring the impact of MLOps in AI projects for computer audit: efficiency, performance, and 

anomaly detection 
# Impact measurement Reference 

1 Efficiency in projects 

with MLOps 

[4], [26], [29], [32], [34], [43], [51], [60], [63], [66], [72], [77], [83], [86] 

2 Performance in projects 

with MLOps 

[17], [27], [28], [30], [33], [35], [37], [39], [41], [42], [45], [48]–[50], [52], [53], [55], [56],  

[58]-[61], [68], [69], [71], [73]–[75], [78]–[82], [85], [87], [88], [90], [92]–[94], [105], [106] 

3 Detection of anomalies 

in projects with MLOps 

[10], [24], [25], [31], [36], [38], [40], [44], [46], [47], [54], [57], [62], [64], [65], [67], [70], [76], 

[84], [91], [95] – [104] 
4 Efficiency in projects 

without MLOps 

[10], [25], [28], [29], [33], [34], [37], [43], [44], [51], [54], [56], [59], [60], [61], [63], [65], [67], 

[72], [75], [78], [80], [83], [85], [88], [89], [91]–[93], [95]–[105] 

5 Performance in projects 

without MLOps 

[4], [17], [24], [26], [27], [30]–[32], [35], [36], [38]–[42], [45]–[50], [52], [53], [55], [57], [58], 

[60], [64], [66], [68]–[71], [73], [74], [76], [77], [79], [81], [82], [86], [87], [90], [106] 

6 Anomaly detection in 
projects without MLOps 

[10], [87], [92], [94]–[104] 

 

 

4. CONCLUSIONS 

This systematic review follows a sound methodology that includes formulating the research question 

using the PICO approach and applying the PRISMA methodology. The results significantly contribute to 

understanding the implementation of the MLOps methodology in identifying anomalies in integrating AI 

projects in computer auditing. The initial search strategy, which covered 1098 PubMed and 291 Scopus 

records, was refined by inclusion and exclusion criteria, resulting in a final sample of 88 relevant records. 

This selection process resulted in a retention rate of 8%, highlighting the rigor applied to ensure the relevance 

of the data analyzed. The bibliometric analysis revealed key trends in the literature reviewed. In recent years, 

there has been a steady increase in the publication of research on MLOps and AI projects applied in computer 

auditing. In addition, we identified specific topic areas that have received increased attention, providing a 

quantitative view of the most prominent areas of focus. At the level of handwritten results, each of the 88 

selected logs contributed essential qualitative data. In this context, the quantitative figures support the 

robustness of the findings and provide a solid basis for conclusions. Also, the diversity and depth of the 

qualitative data extracted from the logs contribute to a more complete understanding of the impact of MLOps 

on anomaly identification in the integration of AI projects in computer auditing. These results support the 

importance of considering MLOps methodology as a crucial component in AI projects in computer auditing, 

providing tangible data and qualitative insights to inform future research and practical decisions in this 

dynamic field. 
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