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 The task of word sense disambiguation (WSD) plays a key role in multiple 

applications of natural language processing. In this paper, we propose a 

novel unsupervised method for targeted Hindi WSD task. First, we create a 

weighted graph where the nodes correspond to various synsets of the target 

word and the neighboring context words. The edges in the graph represent 

the semantic relations between these synsets in the Hindi WordNet 

hierarchy. A path-based similarity measure, namely Leacock-Chodorow 

similarity measure, is used to assign weights to edges. An unsupervised 

weighted graph-based centrality algorithm is used to identify the correct 

sense of a target word in a given context. The performance of the proposed 

algorithm is measured on 20 ambiguous Hindi nouns using four different 

graph-based centrality measures. We observed a maximum accuracy of 

66.92% using PageRank centrality measure which is significantly better than 

earlier reported graph-based Hindi WSD algorithmsevaluated on the same 

dataset.  
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1. INTRODUCTION 

There is a growing demand for developing tools and technologies that can aid in exchanging and 

understanding ideas on a global scale. Natural language processing (NLP) is of great help in meeting these 

challenges by enabling machines to understand and generate human language. Machine translation, sentiment 

analysis, text summarization, speech recognition, and optical character recognition. Are some of the 

applications of NLP. However, there are certain challenges associated with these NLP applications. One of the 

key challenges is resolving the ambiguity present in language [1]. Ambiguity is an inherent problem to all 

human languages. It refers to the situation where a word, phrase, sentence, or entire discourse can be 

interpreted in more than one way. Ambiguity in a language occurs due to various reasons such as homonyms 

(words with similar spelling and pronunciation, but have different meanings), polysemous words (words with 

multiple meanings), or figurative (use of idioms and metaphors) in text or speech. The problem of ambiguity 

can also arise due to differences in perspective knowledge of contextual information. For example, in the 

following Hindi sentences, the word ‘कलम’ {kalam} corresponds to two different meanings: 

 

“माली ने गुलाब की कलम तैयार की। {Maali ne gulab ki kalam taiyyar ki}  

English translation: The gardener prepared the rose pen. 

 

https://creativecommons.org/licenses/by-sa/4.0/
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मैंने आज एक लाल कलम खरीदी।{Maine aaj ek laal kalam khareedi} 

English translation: I bought a red pen today. 
 

Here and henceforth, we will provide transliteration (in curly braces) and translation in English of Hindi 

text wherever it is needed for comprehending the meaning of the content. As it is evident from the context, in the 

second sentence, the word ‘कलम’ is used in the sense of ‘an instrument used for writing something’, whereas, in 

the first sentence, it is used in the sense of grafting. We as a human being can easily interpret the meaning of words 

but it poses a significant challenge to machines. The task of identifying the meaning of an ambiguous word 

automatically is known as word sense disambiguation (WSD). WSD is one of the key research areas in NLP. It is 

considered an AI-complete problem [1]. WSD is an intermediate task in NLP applications like machine translation 

while in applications like information retrieval, and text summarization. It can help in improving the performance.  

The difficulty present in WSD originates from multiple factors such as the establishment of meaning of 

words; determination of the granularity of sense inventory, nature of words (domain-specific or unrestricted). 

The task of WSD has evolved over the decade incorporating new techniques. The earliest known method for 

WSD task is the dictionary-based Lesk’s algorithm which uses direct overlap between the context and sense 

definitions to disambiguate an ambiguous word. The method was later modified to use standard lexical 

resources such as WordNet [2] and other similarity measures besides direct overlap similarity measures [3].  

For the English language, many supervised algorithms have been explored and proposed by scientists 

worldwide. Most of these algorithms utilize lexical and contextual knowledge for disambiguation [1] and have 

been successful in achieving good accuracy. However, these methods require a sense-tagged corpus for training. 

The creation of such a corpus is a labor and time-consuming task. This poses a problem in applications of 

supervised approaches for resource-constraint languages like Hindi and other Indian languages. This motivates 

researchers to explore unsupervised methods for WSD. The unsupervised approach for disambiguating word 

sense was first introduced by Yarowsky [4], [5]. He used a small number of seed instances for different senses of 

a word and then iteratively tag instances in an untagged corpus using collocate. He proposed the use of one sense 

per discourse, and one sense per collocation to tag remaining instances [5]. The main problem that was observed 

with the unsupervised approach is that syntactic-semantic relations between word pairs and the conceptual 

information of nearby words were not clearly incorporated. The graph-based approach provides a powerful 

representation for modeling structural and complex relationships existing between data units. Some of the recent 

research applications with graph-based applications in the field of AI can be found in [6]. The graph-based 

approaches are being vastly used in the WSD research area [7]. In a graph-based algorithm, the lexical entities are 

represented as nodes and the syntactic-semantic relationship between them is represented as edges in a graph. 

The graph-based algorithms are quite useful for low-resource languages as it does not require large 

training datasets. Owing to these properties and their successful applications in English WSD tasks, we propose 

and evaluate a novel graph-based algorithm for the Hindi WSD. The target words are ambiguous Hindi nouns. 

We use the Leacock-Chodorow method [8] to assign weights to edges and disambiguate a word by selecting a 

sense node that receives the highest score using the graph centrality measures. We investigate four different 

graph-based centrality measures: closeness, betweenness, eigenvector, and PageRank. Earlier works involving 

graph-based Hindi WSD use minimum cost spanning tree [9] or perform a random walk for disambiguation 

[10], whereas this study uses: i) Leacock Chodorow method, a path-based similarity measure, to compute the 

edge weight, and ii) utilizes scores assigned to nodes using graph centrality measures in disambiguation.  

We experimentally evaluate the performance of the proposed algorithm using four different 

centrality measures and compare their performance on 20 polysemous Hindi nouns used in [11]. The dataset 

is a part of the sense annotated dataset available on the technology development for Indian languages (TDIL) 

website [12]. Singh et al. [11] uses the Leacock-Chodorow similarity score in a Lesk-like setting. The choice 

of the dataset makes it possible to compare the performance of the proposed algorithm. We obtain an overall 

average accuracy of 66.92% using the PageRank algorithm, followed by 66.49% obtained using the closeness 

centrality algorithm which is better than the accuracy reported in [10], [11].  

The paper is divided into the following sections. In section 1, the problem of word ambiguity in the 

Hindi language and our approach to resolve it is briefly introduced; section 2 discusses existing graph-based 

algorithms applied for WSD in English and Hindi languages. In section 3, we introduce the graph-based 

centrality measures being used in this work. Section 4 provides the details of the proposed methodology. The 

experiment, evaluation, and comparative results followed by a detailed discussion of our experimental 

observations in section 5. In section 6, we conclude our paper and suggest future directions. 

 

 

2. RELATED WORKS 

This section briefly reviews some of the earlier graph-based WSD methods. One of the early works 

involving WordNet graph for WSD task is reported in [13]. In this paper, the minimum semantic distance 
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between pairwise synsets thas been used to disambiguate ambiguous nouns appearing in a context window. 

The WordNet taxonomy and the notion of conceptual distance is used for resolving lexical ambiguities of 

nouns in [14]. An unsupervised knowledge-based WSD algorithm proposed in [15] uses PageRank on the 

graph extracted from the document for open-text WSD. The vertices of the graph were derived from synsets, 

and the edges were derived using semantic relations among WordNet synsets. Navigli [16] introduced the use 

of lexical chains and structural semantic interconnectionsfor disambiguation. He proposed a novel method of 

interlinking senses as a graph-based lexicon structure and assigning them to context words, and consecutively 

ranking them using the hyperlink-induced topic search (HITS) algorithm. Tsatsaronis et al. [17] implements 

four semantic graph representations on senseval-2 and senseval-3 datasets viz. spreading activation for 

network processing (SAN), Page Rank, HITS, and primitive rank (P-Rank).  

Another work involving English WSD uses a co-occurrence graph in which vertices consist of words 

that occur together with the target word, and edges represent their frequency and identify sense by iteratively 

selecting highly connected hubs [18]. These hubs are treated as a depiction of the senses induced by the 

algorithm, the same way as clusters of examples in [19]. Agirre and Soroa [20] have shown unsupervised word 

sense induction (WSI) gives better results compared to supervised WSI in terms of F-score on SensEval-3 

dataset [21]. Another way of applying the graph-based algorithm in unsupervised WSD is by exploiting the 

hierarchical property of the graph in the hierarchical random graph (HRG) algorithm [22]. This work uses a 

sense-tagged corpus similar to [20] and computes collocational weight by applying the Jaccard coefficient 

similarity on the target word and its context words. The result shows that HRGs outperform the Chinese 

whisper unweighted (CWU) baseline by 9.4%. A method of inducing sense using collocations in a graph is 

presented in [23]. The authors used Chinese Whispers and Jaccard similarity to populate the graph. 

Narayanan and Bhattacharayya [24] formed a semantic directed-acyclic-graph (DAG) where vertices 

are the textual word synsets, and for each synset of the word, the link distance from the synset to the current 

vertex of the DAG and the current word from the text are determined using WordNet on SemCor-corpus [25]. 

An unsupervised English WSD algorithm proposed in [26] uses the centrality algorithms to the weighted 

graph and finds the most appropriate sense using the voting method from six different centrality measures. 

Some other notable works involving multilingual resources for disambiguation include [27], [28].  

In recent years, efforts have been made by Indian researchers to explore the graph features, and 

graph measures for solving certain open-class research problems, WSD being one of them. The work 

involving Hindi WSD includes [9], [29]–[32]. According to Jain and Lobiyal [9], graph-based connectivity 

measures are used for Hindi WSD, the links between the synset nodes are created using various relationships 

defined in WordNet. However, no weights are assigned to these links and each link is assumed to take 

“unity” weight. The use of local and global graph connectivity measures was involved in [29]. A graph-based 

algorithm to disambiguate open-class words was proposed in [30] which uses node neighborhood 

connectivity measures for disambiguation. A novel idea that the association between words is governed by a 

gradual transition from being related to not related, i.e., there is a degree of fuzziness, was proposed by  

Jain and Lobiyal [31]. The authors developed a fuzzy Hindi WordNet and used it to perform Hindi WSD 

using fuzzy connectivity measures. The concept of cooperative game theory and fuzzy Hindi WordNet was 

used disambiguation in [32]. Research focusing on graph-based WSD is also applied in Indian languages 

such as Telugu [33]. The proposed work differs from all these earlier reported work as specified in section 1.  

 

 

3. SEMANTIC SIMILARITY AND GRAPH-BASED CENTRALITY MEASURES 

This section introduces the semantic similarity and graph centrality measures used in this study. 

Semantic similarity determines the likelihood estimation of the semantic association that exists between two 

semantic entities. It is usually obtained utilizing the information content of the manually annotated corpora or 

structured resources such as WordNet. A number of WordNet-based semantic similarity measures have been 

proposed to compute semantic similarity between the two synsets [8]. We use Leacock-Chodorow semantic 

similarity measure to determine the semantic association between synset pairs. The Leacock-Chodorow 

method considers the conceptual distance between the two concepts in the hierarchy/taxonomy of the lexical 

database such as WordNet. The similarity score between the two concepts is calculated by determining the 

shortest path containing the least common subsumer of two concepts, and its depth. Mathematically, the 

Leacock-Chodorow similarity measure can be expressed as (1): 

 

𝐿𝐶𝑆𝑠𝑖𝑚 = −
log(𝑙𝑒𝑎𝑠𝑡 𝑐𝑜𝑚𝑚𝑜𝑛 𝑠𝑢𝑏𝑠𝑢𝑚𝑒𝑟 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑐𝑖 𝑎𝑛𝑑 𝑐𝑖+1)

2∗𝐷
 (1) 

 

Where 𝑐𝑖  𝑎𝑛𝑑 𝑐𝑖+1 are the two concepts, and D is the maximum depth of the taxonomy. Here, for nouns, D is 

12 [11] in the WordNet hierarchy. The graph-based centrality algorithm is applied to a graph or network to 

determine the significance of each node relative to other nodes in the graph. It calculates the centrality or 
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importance of each node considering the location of the node in the graph, and its connectivity with the 

adjoining nodes. In our work, we have applied four centrality algorithms as following.  
 

3.1.  Closeness centrality 

For a node 𝑣𝑖, closeness is defined as the reciprocal of the sum of shortest distance between 𝑣0 to all 

the other nodes 𝑣𝑖 over all the reachable nodes. For the weighted graph, the weight of the edges is considered 

in calculating the shortest path for a specific node. It can be expressed using (2). 
 

𝐶𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠 (𝑣𝑖) =
𝑛−1

∑ (𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑝𝑎𝑡ℎ 𝑙𝑒𝑛𝑔𝑡ℎ (𝑣𝑖,𝑣𝑗,𝑤𝑒𝑖𝑔ℎ𝑡)𝑛−1
𝑣𝑗=1

 (2) 

 

3.2.  Betweenness centrality 

For a node 𝑣𝑖, betweenness is defined in terms of the total number of shortest paths existing between 

two node pairs 𝑣𝑥 and 𝑣𝑦, and the number of such paths that passes through the intermediate node 𝑣𝑖. The 

process is repeated for all the adjoining pairs of nodes and node 𝑣𝑖 in the graph. For weighted betweenness 

centrality, the edge weights are considered while computing the total weight of shortest paths between 𝑣𝑥 and 

𝑣𝑦 , and the fraction of such weighted shortest paths that pass through the node 𝑣𝑖 as in (3). 
 

Betweenness (vi) = ∑
σ(vx,vy|vi)

σ(vx,vy)vx,vy∈V  (3) 

 

where σ(vx, vy) denotes the weighted shortest path existing between vx, vy. 
 

3.3.  Eigenvector centrality 

For a node 𝑣𝑖 , its importance in the graph is dependent upon the importance of the neighboring 

nodes. Thus, in eigenvalue centrality of a node is directly proportional to the sum of the centrality score of its 

neighboring nodes. It is measured by calculating the principal eigenvector of the adjacency matrix. The 

process is iterated till convergence until the eigenvector centrality score for all the nodes is determined. The 

node of the graph forms the vector. Mathematically, eigenvector centrality for a node 𝑣𝑖 which is the ith entity 

of the vector 𝑥, can be expressed as in (4).  
 

𝐸𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟(𝑣𝑖): 𝐴𝑑𝑗(𝐺)𝑥 = 𝜆𝑥 (4) 
 

where 𝐴𝑑𝑗(𝐺) is the adjacency matrix of the graph 𝐺(𝑉, 𝐸), and 𝜆 is the eigenvalue computed over the 

adjacency matrix. The largest value of the solution is selected for the eigenvalue. 
 

3.4.  PageRank 

PageRank is used to assign scores or ranks to the nodes according to their relevance in the graph. It 

takes into account the linked structure of the graph. In the PageRank algorithm, each node linked to a given 

node casts its vote for that particular node. Initially, each node is given an equal score in the algorithm. Then 

the algorithm iteratively updates the score of the nodes until convergence is achieved. The nodes are ranked 

according to their score. Given that 𝑤𝑖𝑗 be the weight associated with the link connecting vertices 𝑣𝑖 , 𝑣𝑗, 𝑤𝑗𝑘  

be the weight for the link connecting 𝑣𝑗 , 𝑣𝑘, PageRank is defined as (5). 
 

𝑃𝑅(𝑣𝑖) = (1 − 𝛼) + 𝛼 ∗ ∑
𝑤𝑘𝑖

∑ 𝑤𝑗𝑘(𝑣𝑘,𝑣𝑗)∈𝐸
𝑃𝑅(𝑣𝑖,𝑣𝑗)∈𝐸 (𝑣𝑗) (5) 

 

 

4. PROPOSED GRAPH-BASED METHOD FOR HINDI WORD SENSE DISAMBIGUATION 

The proposed algorithm works by creating a weighted graph using the senses of target words and 

context words as vertices. The edges in the graph are created by joining a pair of vertices using the synset 

hierarchy of Hindi WordNet. The weight to an edge is assigned by computing semantic similarity between the 

pair of vertices. We use the Leacock-Chodorow similarity measure for computing semantic similarity 

between the two concepts. The algorithmic steps are detailed: 

− Pre-processing: The dataset is pre-processed to remove stop words, to reduce morphological variants to 

their linguistic roots, and to assign part-of-speech tags to each word.  

− Extraction of context window: The pre-processed data is used to extract a context window of size ±n 

words keeping the target word in the middle. In this work, a context window comprising of ±2 nouns 

with the target word in the middle is used. 
 

CW = {w−n, w−n−1, … , w−1, tw, w1 … , wn−1, wn}  
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− Graph creation: Extract a set of vertices, V, by extracting all the senses of the target word and all other 

words appearing in the context window from Hindi WordNet. Create an undirected weighted graph,  

G = (V, E). The weight to an edge, e=(vi, vj) is assigned by computing semantic similarity between 

vertex vi and vj using the Leacock-Chodorow similarity measure. 

− Computation of vertex score: The graph is traversed starting from the senses of the first word and each 

vertex is assigned a score using a graph-centrality measure as discussed in section 3. We experiment 

with four different measures–i) closeness, ii) betweenness, iii) eigenvector centrality, and iv) PageRank.  

− Sense identification: The score of nodes representing the senses of the target word is extracted. The 

winner sense corresponds to the node with the highest score 

An illustrative example of graph creation for the word ‘उत्तर’ {uttar} is shown in Figure 1. In the 

diagram, the vertices in the graph comprise of synsets of the target word and words appearing in ±2 context 

excluding stop words. These synsets are connected using WordNet-synset hierarchy. The weight of an edge is 

equal to the similarity score between its vertices obtained using the Leacock-Chodorow semantic similarity 

measure. The graph captures the syntactic-semantic relationship between the nodes, and thus, provides a 

powerful tool to perform WSD. 
 

 

 
 

Figure 1. Weighted graph for the target word ‘उत्तर’ and context words 
 

 

5. EXPERIMENT AND RESULT 

We have performed our experiment on 20 ambiguous Hindi words taken from the sense-annotated 

Hindi dataset [12]. All these 20 ambiguous words are nouns. The list of target words used for the experiment 

and their corresponding sense counts are shown in Table 1. The dataset consists of sample instances for each 

sense of a polysemous word. The number of instances in the dataset is 965. 
 
 

Table 1. Dataset description 
#Senses Target words (Nouns) 

2 कोटा (Quota/Kota), हार (Haar), हल (Hal), सोना (Gold), विवि (Vidhi), मााँग (Maang), दाम (Daam), तीर (Teer), तान (Taan), 

डाक (Daak), जेठ (Jeth), चंदा (Chanda), गुरु (Guru) 

3 उत्तर (Uttar), कंुभ (kumbh), संबंि (sambandh), फल (fal), संक्रमण (sankraman), िचन (vachan) 

4 मूल (Mool) 

 
 

For disambiguation, a weighted-graph graph is created for each instance of the target word. Each node 

in the graph is then assigned a score using closeness, betweenness, eigenvector centrality algorithms, and 

PageRank. The process is repeated for each instance of all the 20 words. The accuracy of prediction for a 

particular word is obtained by averaging the accuracy of all the senses. The prediction accuracy of each of the 

target words in the dataset using closeness, betweenness, eigenvector, and PageRank measure is listed in Table 2. 

From Table 2, it can be clearly observed that the PageRank and closeness measures perform 

significantly better than betweenness. The maximum accuracy of 0.6692 (averaged over all the instances) is 

obtained using PageRank, which is closely followed by closeness centrality (0.6649). The eigenvector 

centrality measure results in an overall accuracy of 0.6238. The worst performing case corresponds to the 

betweenness measure. The closeness centrality for the weighted graph considers the weight of links 

associated with the nodes to calculate the shortest path for each node pair. In certain cases, like sense-2 of 

‘कंुभ’ (‘kumbh’), out of 22 instances, closeness centrality accurately predicted the appropriate sense for 21 

instances, followed by PageRank which predicted correctly 20 times. The reason for the poor performance of 
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betweenness is that it assigns a score to each node by computing the maximum of the fraction of the shortest 

paths that passes through it. For disambiguation, we use the maximum scoring node among the senses of the 

target word. Due to the limited context two or more senses are assigned same score in which case the 

algorithm simply returns the sense listed first in the inventory.  
 

 

Table 2. Prediction accuracy obtained using graph-based centrality measures 
Target word (nouns) Closeness Betweenness Eigenvector PageRank 

कोटा (Quota/Kota) 0.7181 0.0654 0.6278 0.6981 

हार (Haar) 0.7944 0.5556 0.5833 0.7417 

हल (Hal) 0.5952 0.4536 0.5595 0.5952 

सोना (Gold) 0.6444 0.5989 0.5489 0.6722 

विवि (Vidhi) 0.6528 0.5298 0.5651 0.6317 

मााँग (Maang) 0.6401 0.5795 0.6439 0.6420 

दाम (Daam) 0.7958 0.2041 0.7334 0.7875 

तीर (Teer) 0.6891 0.3309 0.6036 0.6945 

तान (Taan) 0.7980 0.3101 0.6201 0.7980 

डाक (Daak) 0.6785 0.4967 0.5519 0.6331 

जेठ (Jeth) 0.55 0.6 0.45 0.65 

चंदा (Chanda) 0.8132 0.3264 0.6544 0.7235 

गुरु (Guru) 0.6645 0.4102 0.6538 0.6730 

उत्तर (Uttar) 0.6354 0.5115 0.5926 0.6297 

कंुभ (kumbh) 0.7174 0.4875 0.6008 0.7587 

संबंि(sambandh) 0.7239 0.4257 0.6236 0.7 

फल (fal) 0.6102 0.4031 0.6017 0.6973 

संक्रमण (sankraman) 0.6991 0.4329 0.5253 0.5636 

िचन (vachan) 0.7878 0.4873 0.6237 0.6721 

मूल (Mool) 0.5725 0.4742 0.5570 0.6067 

Average accuracy 0.6649 0.4851 0.6238 0.6692 

 
 

Table 3 compares the performance of the proposed method with the baseline work reported in [11] 

which uses Leacok-Chodorow semantic similarity-based score in disambiguation and another more recent 

graph-based method reported in [10] that uses the same dataset. Jha et al. [10] uses semantic similarity to 

assign weights to edges and performs a random walk to achieve disambiguation. As evident from the table, 

all except the betweenness centrality measure performed better than the baseline [11]. Both PageRank and 

closeness measures performed better than the graph-based WSD method reported in [10] while the 

performance of Eigenvector centrality measure is comparable to it. We achieved a significant improvement 

of 10.33% over [11] and 5.57% over [10] using the PageRank measure. It should be noted that in [11] 

precision and recall measures are used for performance evaluation. The proposed algorithm provides an 

answer for each instance hence precision and recall are same as accuracy. 
 

 

Table 3. Comparative analysis of proposed method over baseline 
Method Accuracy 

Proposed method Closeness Betweenness Eigen Vector Page Rank 

0.6649 0.4851 0.6238 0.6692 

Singh et al. [11] 0.6065 
Jha et al. [10] 0.6339 

 

 

6. CONCLUSION AND FUTURE WORK 

In this paper, we propose and evaluate an unsupervised graph-based algorithm for the Hindi WSD 

task. We use the WordNet-based semantic similarity method to assign weight to edges. The disambiguation is 

done using scores assigned to the sense node. We experiment with four different centrality measures for node 

scoring. The PageRank measure with an overall accuracy of 66.92% performs better than all other measures. 

The closeness centrality measure performed quite close to PageRank with an observed accuracy of 66.49% over 

the entire dataset. The two best-performing cases of the proposed algorithm performed better than existing 

works on the same dataset. The improvement is quite significant. The proposed method using PageRank 

outperformed two of the earlier methods evaluated on the same dataset by a significant margin of 10.33% and 

5.57%. The promising results obtained in this study demonstrate that unsupervised approaches can be 

effectively used for WSD tasks in the absence of tagged corpus and their performance can be significantly 

improved by enriching these approaches using knowledge from the existing lexical resources. Further 
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investigations on larger datasets and involving other languages may be needed to confirm these findings. This 

work focuses on targeted WSD; however, it can be easily extended for all WSD. Future studies may explore this 

approach for other part of speech categories and for all WSD tasks involving Hindi, and other Indian languages.  
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