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 Non-permitted vehicles have taken over bicycle lanes in various Latin 

American cities as an alternative escape from traffic. Still, they do not foresee 

the risk to which they expose users of smaller vehicles, such as cyclists. 

Technological advancement has made researchers use deep learning (DL) to 

solve various problems in a city's traffic. However, no research has been found 

focusing on any issue of vehicles allowed or prohibited to travel on a bicycle 

lane. Therefore, in this article, the you only look once (YOLO) algorithm was 

used, taking the lightest models from the YOLOv4 to the most recent version, 

YOLOv8, to detect 05 classes of vehicles that transit or interfere in a bicycle 

lane, such as bicycles (Bi), motorcycles (Mo), electric motorcycles (ME), 

electric scooters (SE), and motorcycle cabs (Mt). When testing with the test 

images, the YOLOv8m model in 50 epochs, using a batch size of 32 and 

stochastic gradient descent (SGD) optimizer, was the most optimal, obtaining 

F1 results with 88.00%, mAP@0:50 of 94.80% and mAP@0.50:0.95 of 

76.60%, also had a training time of 1:28h using a Nvidia T4 GPU from Google 

Colab. 
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1. INTRODUCTION 

The significant vehicular congestion in several cities in Latin America has led to various 

environmental problems [1] and, with the subsequent arrival of the pandemic, has generated modifications or 

changes in the habits of many people, so many of them chose to use a bicycle daily. Likewise, the authorities 

in this part of the continent, under all this context, took measures to increase the use of bicycles and implement 

more bicycle lanes since the bicycles were not only used recreationally but also as a means of transportation to 

avoid traffic congestion in the transfer to work centers or homes. For this reason, this research addresses a 

crucial problem in several Latin American cities: the invasion of bicycle lanes by unpermitted vehicles, 

representing a significant risk for users of smaller vehicles, such as cyclists. This phenomenon affects the 

mobility and safety of citizens and contributes to traffic disorder. Advanced technologies, such as deep learning 

(DL) through YOLO algorithms, are presented as an innovative solution to address this problem, specifically 

in vehicle detection on bicycle lanes. By focusing on this problem, our research aims to improve road safety 

on bicycle lanes and contribute to traffic efficiency. 

With the help of technology, we try to order traffic [2]‒[5], seeking to comply with traffic signs and 

rules [6], as well as to avoid accidents caused by any type of vehicle [7]‒[10]. For this reason, to improve 

traffic problems in cities, they have tried to use in [11] convolutional neuronal networks (CNN) AlexNet 

algorithm [12] to recognize cars, trucks, buses, motorcycles, and vans. However, it did not effectively recognize 

https://creativecommons.org/licenses/by-sa/4.0/
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the different types of vehicles due to the similarities of their characteristics, which is why they modified the 

algorithm calling it ProAlexNet obtaining an accuracy of 95.6%, 10.1% above the AlexNet algorithm. Also, 

Fanthony et al. [13] implemented an autonomous vehicle that can identify people, motorcycles, and cars at 

different distances, making use of algorithms such as k-nearest neighbors (KNN) [14] and mask region 

convolutional neural network (R-CNN) [15] to detect objects. However, they have a good recognition 

accuracy; they cannot be executed in real-time as the YOLO algorithm [16] did, so they came to use YOLOv4 

[17], obtaining 83% accuracy in its implementation. 

Different items have been proposed in the Philippines to improve their transport system. In one of the 

investigations [18], they joined known CNNs forming Faster R-CNN inception [19], [20] and single shot 

multibox detector (SSD) MobilNetV2 [21], [22]. Concluding, Faster R-CNN Inception had a high accuracy of 

86.40%, but in their test videos, there was 75.00% more delay than the original, and consequently, the detection 

was slow. On the other hand, using SSD MobilNetV2 maintained the speed of the test video but had a lower 

accuracy of 78.77%. However, in investigations in several cities around the world, good results were obtained 

using the YOLO algorithm [23]‒[26], on this occasion [27], used YOLOv3 [28], to detect objects with similar 

characteristics such as a bicycle and a motorcycle, in addition to being able to recognize them in different 

scenarios such as morning, noon, afternoon, evening, night and rainy. In the case of motorcycles, an average 

performance of 55.70%, 49.71%, 26.30%, 42.18%, and 56.51%, respectively, was obtained. Meanwhile, in the 

case of bicycles, an average yield of 42.38%, 66.58%, 43.42%, and 43.8%, respectively, was obtained. The 

conclusion is that the performance improves as the model is given a greater variety of images from different 

perspectives. 

Miao et al. [29] found it inconvenient for vehicle detection at night using algorithms such as Faster 

R-CNN and SSD, but using YOLOv3, they found a better performance, obtaining an average accuracy of 

93.66%, being 6.14% higher than Faster R-CNN and 3.21% higher than SSD. In addition, classical CNNs  

[30]‒[32] have the problem of consuming more computational resources that do not make them suitable for 

real-time detection. Also, Wu et al. [33], a system using YOLOv3 was implemented to detect and count cars, 

heavy vehicles, and motorcycles at highway intersections. In this way, they could have better control and order 

of traffic, taking advantage of the video surveillance cameras installed on the roads and obtaining 98.00% 

accuracy. 

In searching for better real-time detection, there are works like [34], which focus on making 

comparisons between algorithms to decide on the best option, so it took YOLOv4, YOLOv4-Tiny [35], 

YOLOv5s from which average recognition accuracy was obtained 96.97%, 97.45%, and 95.1%, respectively. 

On the other hand, the processing times to detect an image were 32.953 ms, 15.546 ms, and 28.00 ms, 

respectively. They concluded that YOLOv4-Tiny gives you better recognition accuracy and processing time to 

detect an object. In the other part, Gomes et al. [36], a people and bicycle counter was performed using Jetson 

Nano hardware; therefore, they required software light enough but efficient enough that can run in real-time 

through a device with limited resources, concluding that the best results are given with YOLOv5n and 

YOLOv5s which had an average accuracy 49.25% and 60.51%, respectively. The processing time to detect 

was 66.99ms and 100.06ms, respectively. 

Based on the research collected, it is of utmost importance for different parts of the world to have 

orderly transportation where vehicles comply with traffic regulations to avoid accidents. Therefore, using DL 

algorithms to detect objects circulating on roads, streets, and highways brings a great benefit because they can 

detect any vehicle or object. In addition, when detection in real-time is required, the tendency is to use YOLO 

algorithms due to their single-stage architecture, which performs the processes in a single network. Likewise, 

the projects can be molded among its various versions' models, obtaining satisfactory results concerning other 

algorithms. However, it is observed that the investigations do not cover the bicycle lanes nor the problems that 

exist in these, which are also part of any city's transportation and should have the same priority. Therefore, this 

research will detect bicycles, motorcycles, electric motorcycles, electric scooters, and motorcycle cabs using 

various models of YOLO. 

 

 

2. METHOD 

2.1.  Dataset  

The images were collected from the results of an internet search engine and images from social  

networks related to the research. Additionally, the selection of images attempted to meet different conditions, 

considering image size, type of lighting, situations, and backgrounds. Then, five vehicle classes  

transiting or interfering in a bicycle lane were identified; the classes were 0, 1, 2, 3, and 4, labeled with bicycles 

in Figure 1(a), electric motorcycles in Figure 1(b), motorcycles in Figure 1(c), motorcycle cabs in  

Figure 1(d), and electric scooters in Figure 1(e), respectively, more details can be found in 

https://www.dropbox.com/scl/fo/ervqpcgd20tyxi322plwl/h?rlkey=uga7uy9mtog6w2yr37tskad1r&dl=0). Figure 1 
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shows some images collected for the research where the characteristics considered can be appreciated. Finally, 

the images were filtered with the naked eye using the software Find.Same.Images.OK, and duplicate cleaner pro. 
 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

 

Figure 1. Examples of images used in the investigation are (a) bicycles, (b) electric motorcycles,  

(c) motorcycles, (d) motorcycle cabs, and (e) electric scooters 
 

 

Table 1 shows that the database comprises 4852 images, divided into 1640 images of bicycles, 535 of 

electric motorcycles, 1362 of motorcycles, 617 of motorcycle cabs, and 698 of electric scooters. The 

investigation had to be segmented into three groups: approximately 60% was taken for training, 20% for 

validation, and 20% for testing, obtaining 2915 training images, 973 images for model validation, and 964 

images for testing. In addition, in Table 2, a total of 6611 instances are displayed; there were 4071 for training, 

1296 for validation, and 1244 for testing. 
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Table 1. Segmentation of the number of images 
Data

Classes
 Bicycle Moto electric Motorcycle Mototaxi Scooter electric Total 

Train 986 321 818 371 419 2915 

Val 329 107 273 124 140 973 

Test 325 107 271 122 139 964 

Total 1640 535 1362 617 698 4852 

 
 

Table 2. Segmentation of the number of instances 
Data

Classes Bicycle Moto electric Motorcycle Mototaxi Scooter electric Total 

Train 1547 345 1119 578 482 4071 

Val 528 112 328 164 164 1296 

Test 450 117 362 149 166 1244 
Total 2525 574 1809 891 812 6611 

 

 

2.2.  Architecture of versions YOLO 

The YOLO algorithm was released in 2015 [37] and is used for real-time object detection using a 

single network, with convolutional layers and fully connected layers, which are distributed in three 

components: backbone, in charge of extracting all types of features in an image; neck, collects the extracted 

features; and head, generates the bounding box coordinates for prediction and detection. Recent versions have 

greatly improved inference speed, model size reduction, and accuracy. By 2020, YOLOv4 [17] was released, 

changing the network in each of its components and implementing functional improvements of a lighter version 

as YOLOv4-tiny [35], which reduces the convolutional layers in its backbone and the number of YOLO layers 

in its Head. In the same year, Ultralytics launched YOLOv5 using PyTorch as an environment, including 

different models from very light to a heavier one, but with higher accuracy. Additionally, Ultralytics 

incorporated the focus layer, which reduces the graphics processing unit (GPU) requirements. 

In 2022, the Chinese company Meituan launched YOLOv6 [38], improving the speed of inference 

from anchor-free bounding boxes. The same year, YOLOv7 [39] appeared, completely changing the 

backbone's (E-ELAN) architecture to improve the learning capacity and be more effective when training. By 

2023, Ultralytics launched YOLOv8, taking free anchor features, avoiding the degradation of the trained 

model, and creating a much simpler API. 

In Table 3, we have compiled some data to be considered for the models used, such as image size, 

model size, parameters, and floating-point operations per second (FLOPs). It can be seen that the heaviest and 

most computationally demanding models are YOLOv4 and YOLOv7, while the lightest and least 

computationally consuming models are YOLOv5n and YOLOv6Lite-L. In the research, we tried to use the 

lightest models of each version according to the pre-training tables given by their authors, taking from YOLOv4 

onwards. 
 

 

Table 3. YOLO architectures data 
Models Image size (pixel) Model size (MB) Parameters (M) FLOPs (G) 

YOLOv4-tiny 416 23 5.88 6.8 

YOLOv4 416 250.10 61.6 59.7 

YOLOv5n 640 3.74 1.9 4.5 

YOLOv5m 640 41.17 21.2 49 

YOLOv6Lite-L 320 2.48 1.09 0.87 
YOLOv6n 640 10.21 4.7 11.4 

YOLOv7-tiny 640 11.98 6.05 13.2 

YOLOv7 640 73.06 37.22 105.2 

YOLOv8n 640 6.07 3.2 8.7 

YOLOv8m 640 50.78 25.9 78.9 

 

 

The hyperparameters modified and adjusted during training are: batch size, taking batches of 16 and 

32, for the case of YOLOv4-tiny, a batch of 64 was added; optimizer, for the versions that allow it, the stochastic 

gradient descent (SGD) and Adam algorithms were taken; and epoch, evaluating the models in 50, 100 and 200. 

The performance was measured through the metrics delivered by each model; in this way, it was assessed if it 

was trained correctly or if the results obtained were ideal. The metrics used in the research were F1-score, mean 

average precision (mAP), training time, and confusion matrix for the best model obtained. Colab and Nvidia T4 

GPU with the free version were used as training environments. But, for those YOLO models with many 

parameters and FLOPs, the paid version (Colab pro) was required, using the Nvidia V100 GPU. 

To select the best model, we first took the highest F1-score and mAP values of all the models obtained 

during training. Then, the models with high training times with similar or lower values in the F1-score and 

mAP metrics were discarded. Afterward, each metric was evaluated, starting with the F1-score, where the 
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models with values well below the others were discarded; when models with similar values were left, the metric 

mAP@0.50 was evaluated and then, mAP@0.50:0.95, where those models with values below the rest were 

discarded, thus obtaining the model with the most suitable values. 

 

3. RESULTS AND DISCUSSION 

The results of YOLOv4 and YOLOv4-tiny were evaluated separately since the training for these 

models varies concerning the later versions. According to their specifications, each class must have at least 

2000 iterations to obtain correct training. From YOLOv5 onwards, training and validation are similar for the 

various versions. In the case of the YOLOv7 model and version, no results could be obtained when a batch 

size of 32 was used with any optimizers; the T4 and V100 GPUs were insufficient for training due to the high 

computational consumption. All models were evaluated with the Test images. 

In Table 4 shows that the best classification performance (F1) with 90% is of the YOLOv4 model 

with batch size 32, compared to 85.00% of YOLOv4-tiny with batch size 64. On the other hand, when 

evaluating the detection performance (mAP), it can be observed that YOLOv4-tiny with batch size 32 achieves 

90.13%. We can conclude that the YOLOv4 model with batch size 32 is above the rest because, for F1, it 

greatly exceeds the other models, while in mAP, it is only below 0.3%, concerning the maximum value 

achieved. In addition, for YOLOv4, a V100 GPU was used due to its high computational consumption, 

obtaining very high training times compared to YOLOv4-tiny, where the training times of its models were 

much lower using a less powerful GPU such as the T4. 
 

 

Table 4. Results of YOLOv4 and YOLOv4-tiny 
Model Iteration Batch F1-score (%) mAP@0.50 (%) Time to train (h) GPU 

YOLOv4-tiny 10k iterations 16 67.00 75.06 00:45 T4 

32 83.00 90.13 01:28 T4 

64 85.00 89.71 02:32 T4 
YOLOv4 10k iterations 16 88.00 87.84 01:54 V100 

32 90.00 89.83 03:38 V100 

 

 

In Table 5, the best F1 value is 89.00% of the models YOLOv5n in 200 epochs, YOLOv5m in 50 

epochs and YOLOv8m in 100 epochs. Evaluating mAP@0.50, the best result was YOLOv6n in 200 epochs 

with 94.00%. Meanwhile, the best value mAP@0.50:0.95 is 74.60% of the YOLOv8m models in 50 and 100 

epochs. It can be concluded that the YOLOv8m model in 100 epochs is the most acceptable of all since when 

comparing metrics such as F1 and mAP@0.50:0.95, it has the highest values, and in mAP@0.50, it is below 

by only 0.10, % concerning the maximum value obtained. However, the training time of 2:55h with the T4 

GPU does not make it ideal since there are other options with similar performances in less time. 
 

 

Table 5. Model results using SGD optimizer with batch size 16 
Model Epoch F1-score (%) mAP@0.50 (%) mAP@0.50:0.95 (%) Time to train (h) GPU 

YOLOv5n 50 88.00 92.00 66.60 00:33 T4 

100 88.00 92.50 68.20 01:31 T4 

200 89.00 92.40 69.50 03:00 T4 

YOLOv5m 50 89.00 93.70 72.10 01:13 T4 

100 88.00 91.90 72.20 02:30 T4 
200 88.00 91.70 70.40 01:52 V100 

YOLOv6Lite-L 50 84.20 91.70 70.10 01:38 T4 

100 84.50 92.10 71.10 03:32 T4 

200 82.90 91.40 71.20 02:23 V100 

YOLOv6n 50 85.50 93.00 71.70 01:59 T4 
100 83.00 91.90 71.40 03:50 T4 

200 87.80 94.00 72.90 02:25 V100 

YOLOv7-tiny 50 85.00 90.40 64.30 00:54 T4 

100 85.00 90.30 63.60 01:47 T4 

200 86.00 90.10 65.40 01:55 V100 
YOLOv7 50 84.00 88.70 64.70 02:42 T4 

100 86.00 91.20 67.30 01:58 V100 

200 88.00 92.30 70.70 03:55 V100 

YOLOv8n 50 87.00 91.80 73.10 00:58 T4 

100 87.00 91.20 72.00 01:56 T4 
200 85.00 90.40 71.00 01:12 V100 

YOLOv8m 50 88.00 92.70 74.60 01:27 T4 

100 89.00 93.90 74.60 02:55 T4 

200 87.00 91.60 71.90 02:00 V100 
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In Table 6, the best F1 and mAP@0.50 values were from the YOLOv6n model in 100 epochs, 

obtaining 89.50% and 94.60%, respectively. For mAP@0.50:0.95, the best value was 74.40% of the 

YOLOv8m model in 50 epochs. It is concluded that the YOLOv6n model in 100 epochs is the most acceptable 

of all since it has the best performances, except in the metric mAP@0.50:0.95, where it is below 1.40% 

concerning the best value. However, the training time was 3:43h using a T4 GPU, which is unsuitable as there 

are other lower times with similar performances. 

 

 

Table 6. Model results using Adam optimizer with Batch size 16 
Model Epoch F1-score (%) mAP@0.50 (%) mAP@0.50:0.95 (%) Time to train (h) GPU 

YOLOv5n 50 86.00 90.30 64.30 00:44 T4 

100 87.00 90.80 67.10 01:27 T4 

200 86.00 90.00 67.80 02:41 T4 

YOLOv5m 50 88.00 92.30 69.80 01:19 T4 

100 87.00 91.20 70.00 02:35 T4 
200 88.00 91.70 70.60 01:56 V100 

YOLOv6Lite-L 50 84.10 91.80 71.60 01:28 T4 

100 83.60 91.40 71.60 03:11 T4 

200 82.70 89.90 70.10 02:10 V100 

YOLOv6n 50 84.40 92.10 70.60 01:44 T4 
100 89.50 94.60 73.00 03:43 T4 

200 85.00 92.50 71.40 01:57 V100 

YOLOv7-tiny 50 83.00 89.30 61.30 01:10 T4 

100 86.00 90.90 63.80 02:10 T4 

200 86.00 91.30 66.30 02:00 V100 
YOLOv7 50 79.00 84.20 57.10 02:13 T4 

100 83.00 88.70 61.50 02:00 V100 

200 86.00 90.50 65.70 03:56 V100 

YOLOv8n 50 88.00 92.40 73.70 01:00 T4 
100 87.00 92.80 73.60 02:00 T4 

200 86.00 89.70 70.20 01:10 V100 

YOLOv8m 50 88.00 93.60 74.40 01:31 T4 

100 86.00 92.00 72.30 02:58 T4 

200 89.00 93.10 72.60 02:10 V100 

 

 

In Table 7, the best F1 value is 90.00% of the YOLOv5m model in 50 and 100 epochs. Evaluating 

mAP@0.50 and mAP@0.50:0.95, the best results were of YOLOv8m in 50 epochs with 94.80% and 76.60%, 

respectively. It can be concluded that the YOLOv8m model in 50 epochs is the most optimal of all since when 

comparing metrics such as mAP@0.50 and mAP@0.50:0.95, it has the highest values, and F1 is below by 

2.00% concerning the maximum value obtained. In addition, the training time of 1:28h using a T4 GPU is 

acceptable. 

 

 

Table 7. Model results using SGD optimizer with Batch size 32 
Model Epoch F1-score (%) mAP@0.50 (%) mAP@0.50:0.95 (%) Time to train (h) GPU 

YOLOv5n 50 89.00 92.10 67.60 00:36 T4 
100 87.00 91.60 68.00 01:21 T4 
200 87.00 90.70 68.20 03:15 T4 

YOLOv5m 50 90.00 93.30 72.60 01:16 T4 
100 90.00 93.50 72.60 02:33 T4 
200 87.00 91.50 70.80 01:43 V100 

YOLOv6Lite-L 50 83.40 90.50 69.20 01:38 T4 
100 83.40 91.50 70.50 03:12 T4 
200 83.20 91.70 71.20 02:16 V100 

YOLOv6n 50 85.50 93.60 72.40 01:59 T4 
100 83.90 92.60 71.90 03:31 T4 
200 84.00 92.60 71.80 01:49 V100 

YOLOv7-tiny 50 84.00 89.90 63.40 01:10 T4 
100 88.00 93.30 69.30 01:59 T4 
200 87.00 91.30 66.00 01:56 V100 

YOLOv8n 50 88.00 93.30 74.00 01:00 T4 
100 87.00 93.10 74.20 01:55 T4 
200 88.00 94.20 74.10 00:58 V100 

YOLOv8m 50 88.00 94.80 76.60 01:28 T4 
100 87.00 92.60 74.10 02:52 T4 
200 88.00 93.80 74.60 01:56 V100 
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In Table 8, the best F1 value was 90.00% of the YOLOv8m model in 200 epochs. For mAP@0.50, 

the best result was YOLOv8m in 50 and 200 epochs, with 94.00%. Meanwhile, the best value mAP@0.50:0.95 

is 75.60% of the YOLOv8m model in 50 epochs. It is concluded that the YOLOv8m model in 50 epochs is the 

most optimal of all since when comparing metrics such as mAP@0.50 and mAP@0.50:0.95, it has the highest 

values, and F1 is below by 1.00% concerning the maximum value obtained. Furthermore, the training time of 

1:26h is acceptable using a T4 GPU. 
 
 

Table 8. Model results using Adam optimizer with Batch size 32 
Model Epoch F1-score (%) mAP@0.50 (%) mAP@0.50:0.95 (%) Time to train (h) GPU 

YOLOv5n 50 87.00 91.40 66.70 00:41 T4 
100 89.00 92.50 68.50 01:20 T4 
200 88.00 90.50 67.80 02:43 T4 

YOLOv5m 50 89.00 92.50 70.20 01:24 T4 
100 88.00 93.10 71.50 02:40 T4 
200 89.00 92.60 71.80 01:46 V100 

YOLOv6Lite-L 50 83.60 91.40 71.60 01:31 T4 
100 82.30 90.50 69.70 03:10 T4 
200 82.90 91.40 71.10 02:15 V100 

YOLOv6n 50 83.50 89.90 67.10 01:56 T4 
100 83.40 90.30 66.70 03:31 T4 
200 84.70 91.20 68.80 01:58 V100 

YOLOv7-tiny 50 80.00 87.30 58.90 01:00 T4 
100 85.00 91.40 65.00 02:00 T4 
200 86.00 90.80 66.20 02:00 V100 

YOLOv8n 50 88.00 92.70 73.40 01:10 T4 
100 86.00 92.10 72.50 02:10 T4 
200 85.00 90.10 71.40 01:00 V100 

YOLOv8m 50 89.00 94.00 75.60 01:26 T4 
100 87.00 92.00 72.80 03:00 T4 
200 90.00 94.00 74.20 01:58 V100 

 
 

Of the various models evaluated, it was obtained that YOLOv8m in 50 epochs, using the SGD 

optimizer and batch size of 32, is the most optimal, obtaining high results of mAP@0.50 with 94.80% and 

mAP@0.50:0.95 with 76.60%, also an F1 of 88.00%. In addition, the selected model has a training time of 

1:28h using a T4 GPU, making it ideal. For that reason, in Figure 2(a), the confusion matrix of the selected 

model is shown, visualizing most of the classes above 90.00% of correct answers. However, in the electric 

motorcycles class, there is a remarkable decrease, having only 61.00% of hits, there were too many false 

positives (44) as shown in Figure 2(b); this is due to similarities of some types of electric motorcycles with the 

electric scooters class as shown in Figures 3(a) and 3(b): Shape of the base of the vehicle, small tires and height 

of the rudder, this generates confusions in the trained model, being reflected in 38.00% of electric motorcycles 

misclassified as electric scooters. In addition, new elements have been detected (last column of the matrix), 

which could be erroneous detections, as in Figure 4(a), or objects that were not labeled in the data but were 

detected by the model, as in Figure 4(b). On the other hand, some objects were labeled but not detected (last 

row of the matrix) by the model, as in Figure 4(c), being only a minority. 
 

 

 
(a) 

 
(b) 

 

Figure 2. Confusion matrix (a) normalized and (b) standard  
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(a) 

 
(b) 

 

Figure 3. Similarity of characteristics between (a) an electric motorcycle and (b) an electric scooter 

 

 

   
(a) (b) (c) 

 

Figure 4. Elements detected (a) wrong, (b) new correctly, and (c) not detected 

 

 

When comparing the investigation with others, such as [40] which also uses YOLOv8 (no model 

indicated) to detect 03 classes: traffic lights, motorcycles, and vehicles, with a database of 1000 images that 

were then introduced to the Roboflow page to increase the amount and diversify their data, obtaining about 

15000 labels among their classes. They concluded that his model obtained an F1-score of 71.00% and a 

mAP@0.50 of 71.50%, but this is not correct because it takes values from graphs obtained from training and 

validation that are referential; the model may have learned or memorized the images designated for this process. 

The correct thing to do to validate the trained model is to take a group of images that it has not seen, as in the 

investigation performed, taking 964 images (1244 labels) designated for testing where the best model, in this 

case YOLOv8m, achieved an F1-score of 88.00% and a mAP@0.50 of 94.80%, demonstrating that the database 

collected is quite solid without using data augmentation techniques. Moreover, in [41] they made use of 

YOLOv7-tiny for the detection of 04 classes with a database of 13000 images, obtaining a mAP@0.50 of 91% 

with 300 epochs. In contrast, a database of 4852 images was used in the present investigation, obtaining a 

mAP@0.50 of 93.30% in 100 epochs with the same model. This demonstrates that the database is not about 

quantity but about having a robust set under different conditions and scenarios. In addition, using a virtual 

environment such as Google Colab is of great benefit to accelerate the training process because it gives you 

powerful tools when you do not have enough computational resources; training 300 epochs with a GTX3060ti 

took about 8.715 h while, in 100 epochs using the free virtual environment took about 2 h. 

 

 

4. CONCLUSION 

It is concluded from the ten models evaluated in various configurations, from the YOLOv4 version to 

the latest YOLOv8 version, that the YOLOv8m model in 50 epochs, using a batch size of 32 and SGD optimizer 

obtained the best mAP@0:50 and mAP@0.50:0.95 results, with 94.80% and 76.60% respectively, and an F1 

of 88.00% with a training time of 1:28h using an Nvidia T4 GPU. Furthermore, it is inferred from all the results 

that the YOLOv8 version, just released in 2023, still under development and being tested by the community, 

outperforms the others in detection, also demonstrating that the database was good in the trained models. In 

future improvements, the database could be expanded and balanced to better define and divide the types of 

electric motorcycles and electric scooters in the market so that both classes could be correctly classified. Also, 
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since we took light models of each YOLO version, the academic community is open to evaluating heavier 

models of each version. 
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