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 The generation of data, collecting, and refining in computer networks have 

increased exponentially in recent years. Network attacks have also grown in 

prevalence with this proliferation of data and are now an inherent issue in 

complicated networks. Current network intrusion detection systems (NIDS) 

have significant issues with regard to anomaly detection. Several machine 

learning classification approaches are used to create NIDSs, but they are not 

sufficiently sophisticated to reliably detect complicated or synthetic attacks, 

especially if working with a lot of multi-scale data. Data fusion has been 

used in network intrusion detection to address these issues. For network 

intrusion detection, we suggested a multi-source data fusion technique in this 

research, which combines specific features from two datasets to produce a 

single dataset. Also, a machine learning classifier with fewer parameters is 

utilized for the fused dataset. The random forest shows the best classification 

accuracy compared to others in this work. For the normal classification, 

model accuracy is 92.8%, and the proposed fusion model showed 97.3% 

accuracies. Furthermore, the findings show that, when compared to other 

cutting-edge techniques, the suggested model is substantially more effective 

in detecting intrusions. 
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1. INTRODUCTION 

The millions of autonomous systems connect billions of people to the internet globally. The 

exponential increase in internet traffic has been widely observed for many years. This enormous increase in 

network traffic includes information from a wide variety of sources. Importantly, this data may contain 

various anomalies that might attack network security [1]. To prevent these problems, a variety of 

technologies are used, including firewalls, user authentication, and data encryption methods. Analysis alone 

is insufficient when it comes to these technologies. Several network intrusion detection systems (NIDS) are 

used to examine the network packets more in-depth than standard methods for intrusion detection [1] and 

intrusion tolerant [2] systems in order to get beyond the limitations of these mechanisms. 

In recent years, a new generation of network security solutions known as NIDS has appeared, 

following the rapid advancement of more established security measures like data encryption and firewalls 

[3]. Due to its ability to effectively fend off countless attacks and destructive activities, it is known as the 

internets second line of protection. Yet, in the age of big data, NIDS has significant difficulties due to the 

volume of traffic data. First off, massive quantities of multi-scale data demand a lot of computational and 
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storage power and make processing more challenging. Second, a lot of duplicate and unrelated data may 

make it difficult to detect network vulnerabilities. Finally, large data processes and analytics make it 

challenging to identify some emerging assaults. Also, there is a pressing need for efficient solutions due to 

the innate flaws of NIDSs, namely their high rates of false positives (FP) and false negatives (FN). In recent 

years, data fusion a potential big data technology has been used in the field of NIDS to address the 

aforementioned issues. Broadly speaking, depending on where fusions are needed, data fusion may be 

implemented in three layers: data, feature, and the decision layer. The data layer is the most basic system 

layer, is in charge of integrating and processing raw network data; the feature layer, the next layer up, is in 

charge of combining and condensing the features of the preprocessed data; and the decision layer, the top 

layer, is in charge of integrating and combining the inferences or decisions made by various processing units. 

Most data fusion studies in the field of NIDS only pay attention to the feature layer and decision layer. 

Because, the public datasets that have previously undergone data fusion have the network data that they need 

to fuse. The efficiency of NIDSs may be increased by using data fusion technology at the feature level to 

significantly reduce the bulk of data processing. Also, the robustness and precision of the system may be 

increased and decision-making supported by the valuable and improved data produced by feature fusion. 

Data fusion is an interdisciplinary research area with several potential applications in domains including 

target detection, intrusion detection, image recognition, and autonomous control. 

The brief introduction to data fusion applications that follows is based on a survey of selected 

relevant literature. By incorporating it into intelligent buildings, author showed out a data-fusion-based fire 

automation control system [4]. A smart home control system based on data fusion was proposed by  

Zhang et al. [5]. It combines data from several sources to manage home appliances and create an intelligent 

living space. The characteristics needed to identify a missile target are extracted using two charge coupled 

device cameras and an infrared sensor [6], which proposes a data fusion system based on Dempster-Shafer 

(D-S) evidence reasoning. When compared to the strategy of employing just one sensor, the likelihood of 

identification achieved by merging the three sensors with D-S evidence is significantly higher. A wireless 

sensor network-based fire alarm system was created by Xiangdong and Xue [7] using data fusion fuzzy 

theory. This technology increases the monitoring's intelligence while also providing accurate detection. The 

suggested approach outperforms conventional single-sensor diagnostic approaches and has great 

performance. A deep model for categorization and data fusion in remote sensing was presented [8]. To 

effectively extract abstract information properties from light detection and ranging (LiDAR) and 

hyperspectral image data, the neural network is utilized. After then, deep neural networks (DNN) were 

utilized to combine the many properties that CNN had discovered. The suggested depth fusion model offers 

comparable classification accuracy results. The suggested deep learning concept also creates new prospects 

for fusing remote sensing data in the future. According to Yan et al. [9], Yanet, utilized data fusion to 

reputation generation and suggested an opinion fusion and mining-based reputation generating approach. The 

opinions were combined and grouped into several primary opinion sets, each of which contained opinions 

with related or identical attitudes. The rating is averaged based on various opinion sets to normalize the 

entity's reputation. The accuracy and adaptability of the strategy were shown by experimental findings from 

real data analysis of numerous well-known commercial websites in Chinese and English. 

Liu et al. [10] gathered four publications to research the use of data fusion in the IoT. IoT produces a 

lot of enormous, multi-sourced, heterogeneous, dynamic, and sparse data thanks to a lot of wireless sensor 

devices. They stated in the special issue that they thought data fusion was a crucial instrument for organizing 

and analyzing this data in order to increase processing effectiveness and offer cutting-edge insight. At each level 

of data processing in the IoT, using the synergy between the datasets, data fusion can reduce the amount of data, 

filter noise measures, and make conclusions. A cluster based data fusion model for intrusion detection was 

described. Before reaching a final analytic result, the model uses a centralized way to aggregate input from 

several analyzers. Previous research has explored the impact of fusion on a limited number of classifiers but did 

not explicitly investigate its effect on all classifiers used. The outcomes of these studies indicated unsatisfactory 

results for the selected classifiers, and also not more research work is carried out on multi-source datasets. The 

key advantages of the suggested technique are its versatility in scaling and accuracy in fusing data from several 

detecting modules. Moreover, the data fusion module considers each analyzer's effectiveness in the fusion 

process and has the ability to foresee impending network threats. The following are the main contributions of 

the proposed research work: i) to perform data fusion between the NSL-KDD and UNSW-NB15 multi-source 

datasets and ii) to utilize the merged data with a machine learning algorithm to evaluate the performance. 

 

 

2. PROPOSED METHOD 

The four primary components of our proposed intrusion detection approach are dataset and feature 

selection, data fusion, and finally machine learning implementation, as illustrated in Figure 1. We explored 

the proposed approach in this section. Initially, two open datasets are chosen for model building: NSL-KDD 
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[11] and UNSW-NB15 [12]. Second, based on a literature review, the pertinent data attributes of the  

NSL-KDD and UNSW-NB15 datasets are chosen [13]. Finally, the datasets are combined during the data 

fusion at the feature level with an inner join operation as shown in Figure 2 using the KNIME tool. The 

outcomes of machine learning-based models using the combined dataset are then assessed. Proposed 

algorithm and stepwise experimental procedure. Algorithm 1 shows the details of proposed algorithm used 

for experiment. 

 

Algorithm 1. Proposed inner join data mapping fusion 

 Step 1. Begin 

Step 2. Define intrusion detection approach components: 

‒ Dataset selection: 𝐷 = {𝐷1, 𝐷2, … , 𝐷𝑛} 

‒ Feature selection: 𝐹 = {𝐹1, 𝐹2, … , 𝐹𝑚} 

‒ Data fusion: 𝐷𝐹 = 𝐼𝑛𝑛𝑒𝑟𝐽𝑜𝑖𝑛(𝐷1, 𝐷2) // 𝐼𝑛𝑛𝑒𝑟𝐽𝑜𝑖𝑛 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

‒ Machine learning implementation: 𝑀𝐿𝑀𝑜𝑑𝑒𝑙𝑠 = {M1, M2, … , Mk} 

Step 3. Explore proposed approach 

a. Choose two open datasets for model buliding: NSL-KDD (D1) and UNSW-NB15 (D2) 
b. Choose pertinent data attributes based on literature review: 

‒ Attributes of NSL-KDD: 𝐴1 = {𝑎11, 𝑎12, … , 𝑎1𝑝)} 

‒ Attributes of UNSW-NB15: 𝐴2 = {𝑎21, 𝑎22, … , 𝑎2𝑞)} 

Step 4. Combine datasets using inner join operation 

‒ 𝐷𝐹 = 𝐼𝑛𝑛𝑒𝑟𝐽𝑜𝑖𝑛(𝐷1, 𝐷2) // 𝐼𝑛𝑛𝑒𝑟 𝑗𝑜𝑖𝑛 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑛 𝐷1 𝑎𝑛𝑑 𝐷2 

Step 5. Assess outcomes of machine learning models using combined dataset: 

‒ Perform inner join operation on NSL-KDD and UNSW-NB15 datasets 

‒ 𝐷𝐹 = {𝑑1, 𝑑2, … , 𝑑𝑘} // combined dataset 

Step 6. Set combined dataset as input to machine learning algorithms: 

‒ 𝑀𝐿𝑀𝑜𝑑𝑒𝑙𝑠 = 𝑇𝑟𝑎𝑖𝑛(𝐷𝐹) // train machine learning models on combined dataset 

Step 7. Obtain final results 

Step 8. End 

 

// Function definitions: 

‒ InnerJoin(D1, D2): performs inner join operation on datasets D1 and D2 

‒ Train(DF): trains machine learning models on dataset DF 

 

 

 
 

Figure 1. The proposed method - working design 

 

 

  
 

Figure 2. Join operation–inner join fusion of data sets 



Int J Artif Intell  ISSN: 2252-8938  

 

Feature level fusion of multi-source data for network intrusion detection (Harshitha Somashekar) 

2959 

The proposed steps in Algorithm 1 can be used for any datasets for optimal results. A join procedure 

joins two separate tables row-by-row. Every row from the left table that has identical values in one or more 

joining columns is merged with every row from the right table. The output can also contain rows that were 

mismatched. The inner join operation will give the output table which contains the data present in both 

tables. After data sets are fused using the inner join operation new data samples are obtained for both training 

and testing. The new data sets are set as input to three machine learning algorithms, they are gradient boosted 

tree, ensemble tree, and random forest, the final results are obtained as shown in Figure 3. The simulation 

model setup shown in the Figure 3 is carried out using KNIME tool. The steps of simulation procedure are: 

Step 1: Create new environment 

Step 2: Drag and drop the required icon from the tool box. 

Step 3: connect the nodes as shown in the Figure 3. 

Step 4: Load the training and testing .CSV files to CSV reader. 

Step 5: Click on run button in the menu. 

Step 6: Find the results in scorer icon. 

 

 

 
 

Figure 3. The proposed simulation model 

 

 

3. DATA SETS SELECTION 

In the intrusion detection system for model evaluation, the dataset is crucial. Researchers must 

heavily rely on publicly available information because it is impossible to get real-time network traffic data 

for study owing to privacy concerns [14]. For network IDS, there are a number of publicly accessible 

datasets, including, NSL-KDD [11], UNSWNB [12], NGIDS-DS [15], Kyoto [16], ISOT [17], KDD-CUP99 

[11], TRAIbID [18], and CICIDS [19]. NSL-KDD and UNSWNB are the two models used for this study's 

investigations. A minimum of two datasets are needed in order to accomplish the data fusion. It is also 

important to note that one essential condition for performing fusion is the presence of one or more related 

columns in two distinct datasets. We chose these two datasets for our study since they are the only ones with 

comparable columns in the literature. 

 

 

4. RESULTS AND DISCUSSION 

When NSL-KDD and UNSWNB data samples are trained and evaluated using tree classifiers, the 

tests are first conducted on standard data sets. Table 1 displays the findings. Moreover, as shown in Figure 1, 

fusion models with inner join operated data sets were created to increase the accuracy of intrusion detection 

and categorization prediction. The outcomes of the feature level fusion with inner join operation models are 

displayed in Table 2. A fair increase in classification accuracy is shown in the fusion models. From  

Tables 1 and 2, it has been observed that the fused data sets showed fair improvement in classification 

accuracy compared to standard data sets. The confusion matrix of classification models is shown in Figure 4. 

The receiver operating characteristic (ROC) curve of both normal and attack class for all three machine 

learning classifiers are shown in Figures 5 and 6. The random forest showed a better result when compared to 

other machine learning models for feature-level fused data sets with an overall improvement of 4.5% 

accuracy. 
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Table 1. Classification accuracy for standard datasets 
Sl.no Classifiers Accuracy 

1 Tree ensemble 93.0 

2 Gradient boosted tree 93.8 

3 Random forest 92.8 
 

Table 2. Classification accuracy for fused data sets 
Sl.no Classifiers Accuracy 

1 Tree ensemble 96.78 

2 Gradient boosted tree 95.90 

3 Random forest 97.30 
 

 

 

 
 

 

  
 

Figure 4. Confusion matrix of classifiers 
 

 

 
 

Figure 5. ROC curve for classification of normal class 
 

 

 
 

Figure 6. ROC curve for classification of attack class 



Int J Artif Intell  ISSN: 2252-8938  

 

Feature level fusion of multi-source data for network intrusion detection (Harshitha Somashekar) 

2961 

The acquired findings are contrasted with various forms of study; Table 3 displays various outcomes 

from various methods with a range of data set sizes and also takes various sorts of assaults into consideration 

[20]. The proposed feature-level fusion models showed prominent results with increased accuracy when 

compared with the state of art research work. Further DNN models [21], [22] can be used to improve the results. 

This research examined how employing the inner join data fusion operation affects various classifiers. While 

prior studies have examined fusion's impact using only a few classifiers, they did not specifically address its 

influence on every classifier utilized. Previous studies reported subpar results for the chosen classifiers. However, 

in this proposed study, all classifiers considered for experimentation yielded significant outcomes. The proposed 

model didn’t focus on the time taken for execution, instead concentrated on finding the anamolies efficiently. 
 

 

Table 3. Comparing the results of the proposed model with related studies 
Reference Algorithms Accuracy 

[23] Hidden naïve Bayes  88.2 - 94.6 

[24] C4.5, DT  79.5 

[25] J48, SVM, CFS 70-99.8  

[26] Naïve Bayes 79 
[27] RF algorithm 70-86 

[28] Kmeans 81.6 

[29] K-NN 94 

[29] Naïve Bayes 89 

[30]  EM 78 
Proposed feature-level fusion model Tree ensemble  96.7 

Proposed feature-level fusion model Gradient boosted tree  95.9 

Proposed feature-level fusion model Random forest 97.3  

 

 

5. CONCLUSION 

New assaults are also launched along with the increase in Internet users. The effectiveness and security 

of the network as a whole are greatly impacted by these attacks. NIDS are employed to prevent these assaults. 

However, a false alert is a major difficulty because of the volume and unreliability of the data. This research 

suggests a feature-level data fusion approach for intrusion detection as a solution. This method relies on a data 

fusion process, which combines data from several sources in order to give more accurate and valuable data. The 

relational algebraic inner join method is used to carry out the data fusion. KNIME's analytical tool is used to carry 

out this procedure. Machine learning methods are further constructed using this reliable and consistent data. For 

classification, the methods gradient boosted, tree ensemble, and random forest are utilized. The thorough 

simulation demonstrates our findings provide conclusive evidence that the feature-level data fusion approach 

increases IDS's overall effectiveness while reducing the number of false alarms. The results obtained by proposed 

mapping of data sets using inner join data fusion. The resource efficiency of our method can be improved in 

future work. The improvement in time complexity of the proposed algorithm may also include as the future work. 
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