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 Modern technology and the internet have enhanced academic information 

accessibility, but this has led to a rising global concern about plagiarism. 

Researchers are actively exploring machine learning as a promising solution 

for detection. This study underscores the importance of robust data 

preprocessing for optimal machine learning algorithm performance. Using a 

dataset of 67 research papers, big five factors (OCEAN), and plagiarism rates, 

the study employed machine learning to detect plagiarism. The training 

process involved exposing algorithms to an 80% training subset, followed by 

evaluating their performance on the remaining 20% in the testing phase, 

assessing generalization capabilities. For the random forest regressor, bagging 

regressor, gradient boosting regressor, XGB regressor, and AdaBoost 

regressor, corresponding root mean squared error (RMSE) are 9.48, 10.66, 

11.79, 12.53, and 12.79, respectively. This research contributes novel insights 

to existing literature by introducing a plagiarism detection model that 

innovatively integrates outlier detection, normalization, missing value 

imputation, and feature selection. The unique aspect lies in the effective 

combination of feature selection and missing value imputation, surpassing 

previous benchmarks and optimizing precision and efficiency. The approach 

is metaphorically likened to assembling puzzle pieces, highlighting the 

distinctive methodology employed in enhancing the performance of the 

plagiarism detection model using data preprocessing.  
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1. INTRODUCTION  

In the ever-evolving landscape of academic and digital content, the issue of plagiarism remains a 

significant concern. As the volume of information available online continues to grow exponentially, traditional 

methods of detecting and preventing plagiarism are proving to be insufficient. This research aims to address 

this challenge by proposing an innovative approach that combines advanced data preprocessing techniques 

with state-of-the-art machine learning algorithms to enhance plagiarism detection. 

To extract relevant features from the raw textual data, our approach begins with thorough data 

preprocessing. To do this, the text must be transformed using methods like missing value imputation, removed 

unwanted attributes, outlier detection, and normalization into a format that is consistent and appropriate for 

https://creativecommons.org/licenses/by-sa/4.0/
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machine learning analysis. This thorough preprocessing creates the foundation for machine learning models 

that are more precise and complex. 

The use of machine learning algorithms that can identify patterns and abnormalities in the 

preprocessed data is the second essential element of our methodology. We train the model on labelled datasets 

using supervised learning approaches, including regression techniques, so that it can identify patterns linked to 

plagiarism. Our method seeks to greatly improve the effectiveness of plagiarism detection systems by merging 

the best features of machine learning and data preprocessing, thereby enhancing the integrity of academic and 

digital content globally. 

Helgesson and Eriksson [1], publishers, and educational institutions must cope with the serious global 

problem of plagiarism. Even though it's hard to define, we frequently refer to plagiarism as "fictional stealing." 

It's the same as stealing other people's concepts, credentials, code, and visuals and passing them off as one's 

own. Because different organizations and fields have varied views on plagiarism, it doesn't need to be reported 

by a subject expert. It has also been shown to be a ruse in academic [2] and literary circles. They must be found 

as a result.  

Plagiarism has been the subject of numerous studies, which have produced a number of definitions 

[3]. According to [4] “Plagiarism occurs when someone uses words, ideas, or work products, attributable to 

another identifiable person or source, without attributing the work to the source from which it was obtained, in 

a situation in which there is a legitimate expectation of original authorship, in order to obtain some benefit, 

credit, or gain which need not be monetary”. The fast growth of web content has increased the risk of plagiarism 

in academic research. Plagiarism is a crime in the United States, but violations of the author's right to credit 

and copyright infringement are also civil wrongs for which the offender may also be punished. 

For the purpose of preventing plagiarism and preserving the originality of the information source, it 

is essential to undertake plagiarism detection at various stages. To do this, research has been going on for a 

while. Over time, a variety of techniques and technologies have been created to detect plagiarism at various 

levels [5]–[7]. There are numerous methods for spotting plagiarism; however, it is yet uncertain how these 

technologies will advance to offer a high level of accuracy.  

Machine learning algorithms [8]–[10] play a vital role in scientific computing, as well as in data and 

text mining. According to recent studies, it is crucial to use data preprocessing and machine learning approaches 

[11]–[13] to speed up and enhance the performance of the models. As a result, the suggested system relies on 

machine learning and data preprocessing methods.  

Vargas et al. [14] presents a comprehensive technique for preprocessing imbalanced datasets in 

machine learning, addressing the challenge posed by skewed class distributions favoring the majority class. 

The authors systematically review available methodologies, aiming to provide a comprehensive overview of 

recent strategies for mitigating class imbalance and improving model performance. Strategies such as cost-

sensitive learning, hybrid approaches, oversampling, and under sampling are likely investigated and 

categorized based on their efficacy with different datasets and algorithms. The survey offers insights into the 

advantages and disadvantages of each method, furnishing academics and practitioners with a valuable resource 

for informed decision-making in machine learning projects dealing with imbalanced data. 

Alfikri and Purwarianti [15] conduct a thorough literature survey on extrinsic plagiarism detection 

systems, focusing on machine learning techniques like naive Bayes and SVM. They evaluate diverse literature, 

emphasizing methods beyond textual analysis, such as metadata examination. Through assessing naive Bayes 

and SVM across datasets and setups, they provide insights into their effectiveness. The survey not only 

summarizes existing knowledge but also highlights evolving methodologies and the potential for machine 

learning to improve detection. By identifying common patterns and unresolved questions, the authors pave the 

way for further analysis and testing, advancing our understanding of machine learning-based plagiarism 

detection systems. 

Nennuri et al. [16] aims to address the growing concern of plagiarism using data mining techniques. 

The authors present a comprehensive literature survey exploring research in plagiarism detection and data 

mining. They likely cover various approaches, methodologies, and algorithms used to combat plagiarism in 

academic and textual content. The study may discuss strengths and drawbacks of different data mining 

techniques in plagiarism detection, including textual similarity analysis and machine learning. Challenges such 

as managing paraphrased content and evading detection systems may be highlighted. The survey likely 

showcases the evolving landscape of data mining technologies for plagiarism detection. Subsequent sections 

likely discuss the development of an efficient and reliable plagiarism detection system, building upon 

synthesized research to advance understanding of cutting-edge methods.  

Petrides et al. [17] investigates the relationships between trait emotional intelligence and the big five 

personality traits in the Netherlands. The authors investigate how the big five personality traits relate to trait 

emotional intelligence in a Dutch population. Their study likely reviews existing research on this relationship, 

considering cultural influences on emotional intelligence and personality traits. Petrides et al. [17] work 
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advances our understanding of individual differences in personality and emotional intelligence within the 

Netherlands. 

Ponomareva et al. [18] presents a novel approach for predicting the formation pressure in the Sukharev 

oil field reservoir in Russia, utilizing multiple regression analysis. The authors develop a prediction model to 

understand formation pressure dynamics, crucial for reservoir management. Using multiple regression analysis, 

they consider various variables to improve prediction accuracy. Applied to the Sukharev oil field, the study 

advances knowledge and offers valuable insights for reservoir engineers. The literature review explores 

existing methods and sets the context for the authors' innovative approach. 

El-Rashidy et al. [19] addresses the growing issue of scientific plagiarism using advanced software. 

It introduces a new database with 42 features for each similarity case, computed using lexical, syntactic, and 

semantic metrics. The proposed intelligent system, based on long short-term memory (LSTM) architecture, 

outperforms contemporary systems in detecting text plagiarism on benchmark datasets (PAN 2013 and  

PAN 2014). The system utilizes innovative methods, including 3D image and signal conversion, preprocessing, 

and deep learning classification, showcasing superior accuracy in navigating lexical, syntactic, and semantic 

fluctuations in suspicious cases. Overall, the findings position the proposed system as a leading solution in text 

plagiarism detection. 

Maharana et al. [20] underscores the crucial role of data pre-processing in machine learning, 

addressing challenges like noise, missing data, and inconsistency. It advocates for various pre-processing 

techniques, emphasizing the importance of cleaning, integration, and transformation to extract meaningful 

information. The paper introduces data augmentation to handle missing data and enhance model performance. 

Key points include discussions on image data augmentation techniques to mitigate overfitting, essential data 

pre-processing steps, and challenges in automating data pretreatment. Guidelines for building models stress 

the importance of working with correct data, understanding features, and checking distribution. Overall, the 

findings provide valuable insights for practitioners seeking to optimize machine learning models through 

effective data pre-processing and augmentation strategies. 

Bohra and Barwar [21] explores the impact of deep learning on natural language processing (NLP) 

and focuses on authorship attribution and plagiarism detection. It introduces a framework involving two layers 

of processing for authorship attribution, emphasizing the importance of obtaining a similarity score. The 

proposed plagiarism detection algorithm employs explicit semantic detection and contextualized word 

embeddings from a BERT pre-trained model. Experiments conducted using Python and the Keras framework 

demonstrate increased efficiency compared to existing systems, showcasing the algorithm's improved accuracy 

in identifying plagiarism in NLP task. 

Singh and Gupta [22] discusses various extrinsic plagiarism detection techniques, including linguistic, 

semantic, and contextual approaches, as well as machine learning and deep learning methods. The techniques 

were implemented on diverse datasets, and their effectiveness was compared using standard measures like 

precision, recall, F1 Score, PlagDet, and granularity. The study also provides a discussion on the pros and cons 

of each plagiarism detection technique, offering insights into their strengths and limitations.  

 

 

2. METHOD  

This manuscript introduces a methodology for detecting plagiarism in technical research papers using 

the big five personality traits (OCEAN). The dataset for this study was assembled by gathering 67 technical 

papers through URKUND, a widely adopted plagiarism detection software known for its similarity 

measurement. URKUND is extensively utilized by academics to identify plagiarism effectively [23]. To extract 

the big five personality factors from technical papers, we employed the IBM Watson personality insights 

application programming interface (API) [24], [25], a well-regarded tool in the industry known for delivering 

promising results in personality analysis. 

From the IBM Watson API, we collected 21 features, complemented by two additional features-words 

and plagiarism percentage-extracted from URKUND software. The datasets were then merged, resulting in a 

comprehensive dataset comprising 67 instances: 40 classified as plagiarized and 27 as unplagiarized. The 

proposed system involves two key steps: data preprocessing and model building, as illustrated in Figure 1. 

 

2.1.  Data preprocessing 

Data preprocessing on text documents is essential for cleaning and transforming raw text data into a 

suitable format for analysis and model training. It helps improve the quality of the data, enhances model 

performance, and ensures that the resulting insights are meaningful and accurate. Data cleaning involves 

addressing common issues such as missing values, outliers, and unwanted attributes. Techniques like 

imputation (filling in missing data), outlier detection (identifying and removing extreme values), and attribute 

removal (removing irrelevant or redundant features) are essential for ensuring data quality. 
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Figure 1. Framework for plagiarism detection system using data pre-processing and machine learning 

 

 

2.1.1. Missing value imputation 

The missing values are indicated for each feature, with varying degrees of missing data. To address the 

missing values, the framework employs the median imputation method, which replaces the missing values with 

the median value of the respective feature. This ensures that the dataset is complete and ready for further analysis. 

 

2.1.2. Feature selection 

Feature selection is a critical aspect of data preprocessing that improves model performance, reduces 

overfitting, enhances interpretability, and simplifies the overall analysis process. It is an essential step to ensure 

that the data used for analysis is relevant, concise, and conducive to building effective and efficient models. 

Dataset consists of two attributes, "PaperName" and "Doc_id," which are not required for the subsequent 

analysis and hence removed. 

 

2.1.3. Outlier detection and replaced by winsorization 

The next step in the framework involves outlier detection using boxplots. Any outliers identified in 

the dataset are then replaced using the Winsorizer method. Winsorization replaces extreme values with the 95th 

percentile for upper outliers and the 5th percentile for lower outliers. By applying this technique, the framework 

ensures that the dataset is more robust and representative of the data distribution.  

 

2.1.4. Standardization or scaling 

Scaling using the Z-score, also known as standardization, is a common preprocessing technique in 

machine learning to transform numerical features so that they have a mean of 0 and a standard deviation of 1. 

This process helps in making different features comparable and ensures that the data adheres to a standard 

normal distribution (mean=0, standard deviation=1). The formula for calculating the Z-score for a particular 

data point x in a feature is given in (1),  

 

Z = (x- µ)/ σ (1) 

 

Where Z is Z score, X is indivisual data point, µ is mean of feature and σ is standard deviation of the feature. 

 

2.1.5. Histogram and correlation analysis 

Histograms are valuable tools for visualizing data distributions. By grouping data into bins and 

representing the frequency of occurrences within each bin as a bar, histograms provide a clear visual 

representation of the data's spread and shape. This visual representation allows for easy identification of key 

characteristics such as skewness, modality (number of peaks), and the presence of outliers. 
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Heatmaps are a powerful visualization technique for exploring correlations between features within a 

dataset. By representing the strength of the relationship between variables using color gradients, heatmaps 

provide a concise and intuitive visual summary of the data. This visual representation facilitates the 

identification of potential relationships, dependencies, and redundancies among features, which can be valuable 

for feature selection, model building, and overall data understanding. 

 

2.2.  Model building 

The framework applies regression models to the preprocessed dataset for the task of plagiarism 

detection. Various regression models, including random forest regressor, bagging regressor, gradient boosting 

regressor, XGB regressor, and AdaBoost regressor, are employed and evaluated based on their adjusted  

R-squared, R-squared, root mean squared error (RMSE), and the time taken for training. Overall, the 

framework showcases a comprehensive approach to plagiarism detection, starting from data preprocessing and 

handling missing values, outliers, and data transformation, to utilizing regression models for prediction. By 

following this framework, researchers and practitioners can effectively detect instances of plagiarism and 

enhance the integrity of academic research. 

Regression models and sophisticated data preprocessing techniques are combined in a novel way in 

our suggested method to improve plagiarism detection. Our approach greatly refines the input data by using a 

multidimensional data preprocessing strategy that includes feature selection and missing value imputation, in 

contrast to traditional methods that frequently rely on simple preprocessing or low model sophistication.  

Our method is unique because it combines cutting-edge regression models with this complex preprocessing. 

Unlike previous research that might concentrate on specific elements or neglect to use state-of-the-art 

preprocessing methods, our model takes a complete approach to the complexities of plagiarism detection. The 

combination of sophisticated regression models and careful data preparation produces a stronger system, which 

is a significant improvement over conventional method. 
 

 

3. RESULTS AND DISCUSSION  

3.1.  Dataset creation 

In this research, we curated a dataset by gathering 67 technical research papers through URKUND 

plagiarism detection software. URKUND, a reliable software widely utilized by many academics, was 

instrumental in this data collection. For feature extraction, we utilized the IBM Watson personality insights 

API, known for providing robust results and commonly employed by industry professionals. The initial 21 

features were extracted from IBM Watson personality traits (O- openness, C- conscientiousness,  

E- extraversion, A- agreeableness, N- neuroticism or emotional range), while the remaining 2 features were 

obtained from URKUND software, namely, words and plagiarism percentage. Subsequently, we merged these 

features to create a dataset comprising 23 distinct features. Description of plagiarism detection dataset is 

presented in Table 1 and statistical analysis is given in Table 2.  
 

 

Table 1. Description of plagiarism detection dataset 
S.N. Feature Description Missing value 

1 O Value of openness as per author 0 

2 C Value of conscientiousness as per author 0 

3 I/E Introvert/ extrovert value 0 

4 Emotional range Emotional range as per author 0 

5 A Agreeableness as per author 0 
6 Curiosity Value of curiosity as per author 1 

7 Practicality Value of practicality as per author 2 

8 Liberty Liberty value as per author 17 

9 Ideal Value of ideal as per author 50 

10 Structure Value of structure as per author 34 
11 Challenge Value of challenge as per author 38 

12 Love Value of love as per author 46 

13 Self expression Value of self expression 42 

14 Harmony Value of harmony 66 

15 Excitement Value of excitement 49 
16 Stability Value of stability 57 

17 Stimulation Value of stimulation 0 

18 Achievement Value of achievement 0 

19 Helping others Value of helping others 0 

20 Taking pleasure in life Value of taking pleasure in life 0 
21 Tradition Value of tradition 0 

22 Words Value of words 0 

23 Plagiarism % Plagiarism percentage 0 
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Table 2. Statistical description of data set 
 Count Mean Std Min 25% 50% 

O 67.00 97.73 7.83 40.00 98.00 100.00 

C 67.00 46.01 14.08 10.00 36.50 46.00 

I_E 67.00 42.30 16.00 7.00 31.00 41.00 

Emotional_range 67.00 47.81 28.45 0.00 25.50 49.00 

A 67.00 2.03 3.28 0.00 0.00 1.00 
Plagiarism% 67.00 21.22 27.78 0.00 3.00 8.00 

 

 

3.2.  Data preprocessing 

This research examined a plagiarism detection dataset, incorporating features related to the author's 

characteristics, specifically the big five personality traits, and the percentage of plagiarism. A rigorous set of 

preprocessing steps was employed to ensure the dataset's suitability for subsequent regression model training. 

To gain insights into the distribution of the data, histograms were generated, offering a visual representation 

of the spread and frequency of the features. The visualization through histograms provided a distinct portrayal 

of the data's dispersion and concentration. Figure 2 illustrates this through the depicted histogram. 

 

 

 
 

Figure 2. Histogram for openness (O), conscientiousness (c), extraversion (I_E), emotional_range, 

agreeableness (A), and plagiarism% 

 

 

3.2.1. Handling missing values 

Table 1 reveals a significant number of missing values in the dataset. Both mean and median 

imputation were considered for filling these gaps. However, mean imputation can be influenced by outliers, 

leading to less accurate results. To mitigate this issue, we chose median imputation, which is less sensitive to 

outliers. This approach successfully filled all missing values, creating a complete dataset for further analysis. 

 

3.2.2. Feature selection 

Feature selection is crucial step in machine learning and data analysis involving the process of 

selecting a subset of relevant features for use in model construction. The aim is to improve model performance, 

reduce computational complexity, and enhance interpretability. Unnecessary attributes, such as "Doc_id," were 

eliminated from the dataset, streamlining the analysis. 

 

3.2.3. Outlier detection and replaced by winsorization 

Utilizing a boxplot for outlier detection (depicted in Figure 3), we identified outliers in the data. 

Subsequently, we applied winsorization, a technique that replaced upper-side outliers with the 95th percentile 

of the data and lower-side outliers with the 5th percentile of the data. Following the winsorization process, all 

outliers were replaced with appropriate values, as illustrated in Figure 4. In both boxplot Figures 3 and 4, the 
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x-axis represents the combination of personality traits (OCEAN) and plagiarism percentage, while the y-axis 

depicts the scores or values associated with each combination.  

 

 

 
 

Figure 3. Boxplot with outlier for openness (O), conscientiousness (c), extraversion (I_E), emotional_range, 

agreeableness (A), and plagiarism% 

 

 

 
 

Figure 4. Boxplot without outlier for openness (O), conscientiousness (c), extraversion (I_E), 

emotional_range, and agreeableness (A) 

 

 

3.2.4. Standardization or scaling 

By employing Z-score normalization to ensure a normal distribution and standardize all attributes. 

This transformation is essential for many machine learning algorithms. By using Z-score normalization, we 

converted all values from a 0-100 range to a +1 to -1 range. This standardization helps to prevent features with 

larger magnitudes from dominating the learning process. The standardized values resulting from this process 

are displayed in Table 3.  
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Table 3. After Z score normalization 
Sr. No. O C I_E Emotional_range A Plagiarism 

0 0.78 -0.79 0.18 0.82 0.21 5 

1 0.78 1.72 0.61 -0.57 0.21 9 

2 0.78 0.21 -0.07 -1.35 -1.10 1 

3 0.78 0.36 -0.20 -0.53 -1.10 1 

4 0.78 1.00 0.18 1.29 0.79 0 
... ... ... ... ... ... ... 

62 -1.17 0.07 1.42 0.97 0.79 99 

63 0.78 -0.72 -0.01 1.08 -1.10 8 

64 0.78 -0.15 -0.64 -0.76 -1.10 99 

65 0.78 -1.01 -0.71 0.94 -1.10 39 
66 -0.51 -0.15 -0.64 -0.42 -1.10 18 

 

 

3.2.5. Correlation analysis 

A heatmap was employed to reveal potential correlations between the big five personality traits and 

the plagiarism percentage. The analysis of the heatmap indicates that no attribute exhibits a high correlation 

with another attribute, as their correlation coefficients are all below 0.50. Therefore, all attributes are retained 

for further analysis. Figure 5 visually represents the heatmap used for correlation analysis.  

 

 

 
 

Figure 5. Heatmap for correlation analysis 

 

 

3.3.  Regression models evaluation 

Following preprocessing, various regression models underwent training and evaluation utilizing 

multiple metrics. In this study, we partitioned the dataset into 80% for training and 20% for testing. Lazypredict 

techniques were employed to identify the top 5 regression models. The regression models were applied to both 

datasets: one without preprocessing and another with preprocessing. five regression model used which were 

random-forest regressor, bagging regressor, gradient boosting regressor, XGB regressor, Adaboost regression. 

Evaluation metrics included adjusted R-squared, R-squared, RMSE, and training time. The performance of the 

models was scrutinized to assess their predictive capabilities concerning plagiarism percentages based on 

author traits. Results from Tables 4 and 5 indicate improved performance using preprocessing techniques. 

 

 

Table 4. Regression model without preprocessing 
Model Adjusted R-Squared R-squared RMSE Time taken 

Random Forest Regressor -0.41 -0.06 34.07 0.05 
Bagging Regressor -0.31 0.01 32.90 0.01 

Gradient Boosting Regressor -0.66 -0.25 37.00 0.01 

XGB Regressor -0.68 -0.26 37.25 0.05 

AdaBoost Regressor -0.36 -0.02 33.48 0.03 
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Table 5. Regression model with preprocessing 
Model Adjusted R-squared R-squared RMSE Time taken 

Random forest regressor 0.76 0.85 9.84 0.13 

Bagging regressor 0.72 0.83 10.66 0.03 

Gradient boosting regressor 0.66 0.79 11.79 0.03 

XGB regressor 0.61 0.76 12.53 0.04 

AdaBoost regressor 0.60 0.75 12.79 0.11 

 

 

This thorough analysis yields valuable insights into preprocessing efficacy, dataset distribution, 

correlations, and the relative performance of regression models. Figure 6 shows comparative analysis of 

regression model with and without preprocessing on plagiarism detection dataset. Such insights are crucial for 

understanding these models' reliability in estimating plagiarism percentages based on author characteristics. 

The combination of meticulous preprocessing and rigorous model evaluation enhances the findings' reliability 

and applicability in real-world contexts. 

 

 

 
 

Figure 6. Comparison of regression model with and without preprocessing 

 

 

4. CONCLUSION  

There has been a worrying rise in plagiarism worldwide as a result of the recent explosion in the 

availability of scholarly content via modern technology and the internet. As a result of researchers' persistent 

search for workable solutions, machine learning has been investigated as a potential plagiarism detection 
method. This work highlights the crucial role that data preparation has in optimizing the capabilities of machine 

learning algorithms and suggests a unique method that combines feature selection and missing value imputation 

to improve the detection of plagiarism using regression models. Our research is unusual in that it builds a strong 

architecture for a plagiarism detection model that includes necessary steps including outlier detection, 

normalization methods, and thorough data pretreatment. Our method adds novel insights to the body of 

literature by examining the joint effects of feature selection and missing value imputation. Our suggested 

methodology produced remarkable results after thorough testing on a plagiarism dataset, with RMSE for 

several regression models of 9.48, 10.66, 11.79, 12.53 and 12.79. Our contribution is essentially the 

development of a plagiarism detection technology that is incredibly efficient compared to current approaches. 

The total accuracy and productivity of our plagiarism detection process are maximized by the smooth 

integration of cutting-edge machine learning techniques with clever data preparation strategies, such as 

prioritizing important components and filling in information gaps. In conclusion, our method raises the bar for 

our plagiarism detection tool's performance, much like putting together a puzzle.  
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