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 Despite extensive research on facial expression recognition, achieving the 

highest level of accuracy remains challenging. The objective of this study is 

to enhance the accuracy of current models by adjusting the structure, the 

data used, and the training procedure. The incorporation of regularization 

into the Xception architecture, the augmentation of training data, and the 

utilization of step decay learning rate together address and surpass current 

constraints. A substantial improvement in accuracy is demonstrated by the 

assessment conducted on the facial expression recognition (FER2013) 

dataset, achieving a remarkable 94.34%. This study introduces potential 

avenues for enhancing facial expression recognition systems, specifically 

targeting the requirement for increased accuracy within this domain. 
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1. INTRODUCTION 

Facial expression is a crucial kind of non-verbal communication that effectively conveys emotions 

and has a substantial impact on the emotions, ideas, and behaviors of others. They exert significant influence 

in determining how individuals see and engage with one another [1]. Mehrabian [2] indicates that non-verbal 

communication, including facial and bodily gestures, accounts for the highest percentage (55%) in conveying 

emotions, compared to vocal communication (38%), and verbal communication (7%) [2]. Facial expression 

recognition (FER) has been utilized in various domains of human-computer interaction (HCI), including 

autopilot systems, education, medical treatment, psychological treatment, and computer vision-based 

psychological analysis [3]. Recognition of facial expressions can be achieved through the utilization of 

advanced technologies such as machine learning and deep learning [4]. 

For its implementation, it requires the training of data to enable machines to comprehend and 

interpret facial emotions. Ekman [5] identifies happiness, anger, disgust, fear, sadness, and surprise as the 

fundamental human emotions. The FER2013 dataset, also known as the 2013 facial expression recognition 

dataset, was generated by Carrier and Courvill during the International Conference on Machine Learning in 

2013 [6]. It is a dataset provided by Kaggle. 

Various studies on deep learning-based FER have been conducted. Vignesh et al. [7] conducted a 

study that used a sophisticated deep learning framework termed segmentation visual geometry group (VGG)-

19 to address the requirements of FER. The training model utilized the FER2013 dataset. The framework 

yielded an accuracy of 75.97% for the 2013 FER test data. Furthermore, it is worth noting that there are 

comparisons with other analogous studies that demonstrate the precision of the results mentioned below. An 

https://creativecommons.org/licenses/by-sa/4.0/
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inherent challenge associated with the utilization of deep learning is the necessity for a substantial volume of 

data to achieve optimal model performance [8]. 

Research by Jaymon et al. [4], various architectures were employed for training, including the 

Xception model. The model achieved a training accuracy of 93.2% using the expanded FER2013 dataset. 

Nevertheless, the drawbacks lie in the validation accuracy and test accuracy sections, where only 64.4% and 

65.2% were achieved. Research by Gunawan et al. [9], emotion recognition research was carried out using 

ConvNet on Google Colab. The training accuracy reached 97%, whereas the test accuracy was only 57.4%. It 

indicates that the model is overfitting. Overfitting is a common problem in supervised machine learning that 

hinders the ability to accurately generalize models to both training and testing data [10]. Regularization can 

be employed to mitigate overfitting [10]. Yao et al. [11] conducted a study to identify seven primary illnesses 

affecting peaches using a regularized Xception model. Prior to regularization, the validation accuracy 

achieved was merely 65.37%. However, following the implementation of L2-norm regularization, the 

validation accuracy significantly improved to 92.23%. 

The learning rate is an essential hyperparameter that must be controlled and has a substantial impact 

on model training using gradient descent [12], [13]. Applying too high learning rates to complicated issues 

might adversely impact training and accuracy. Conversely, if the learning rate is set too low, the training 

progress will be hindered by minimal improvements to the work weight [14], resulting in a delayed process. 

Indeed, as time progresses, the rate at which validation errors reduce tends to slow down, resulting in a 

gradual fall in the variance of random noise. Inserting this component into the training procedure can 

improve its accuracy. An approach to accomplishing this is by utilizing the decay factor to simulate the 

decrease in variance of random noise [15]. 

This study will primarily focus on enhancing the precision of the FER2013 categorization. The 

given model can be utilized for the real-time classification of human faces. The paper presents the following 

contributions: i) the authors suggested incorporating regularized Xception models, increasing and 

augmenting the training data, and implementing step decay during the training process; ii) this study shows 

that using regularization techniques in the Xception model, along with increasing and augmenting the 

training dataset, can enhance the accuracy of training, validation, and testing. Additionally, it effectively 

mitigates the issue of overfitting that was observed in prior research; iii) furthermore, employing step decay 

can improve the model's convergence, allowing it to converge in 150 epochs; iv) the model's performance 

will be assessed using the FER2013 test data and is expected to demonstrate better results in comparison to 

earlier studies during the evaluation; and v) the study yielded a training accuracy of 96.51%, a validation 

accuracy of 94.73%, and a test accuracy of 94.34%. 

The approach involves implementing the regularization technique proposed by Yao et al. [11] on the 

Xception architecture using the FER2013 dataset. To enhance precision, the training data will be 

supplemented with additional data from CK+ and extended & augmented Google FER. Further 

advancements in this research focus on the training process, specifically utilizing the step decay learning rate 

to enhance the precision of the model. This paper will be structured into distinct sections, including section 2 

is method, section 3 is result and discussion, and section 4 is conclusion. 
 

 

2. METHOD 

The objective of this study is to enhance the precision of model on FER2013. The strategy involves 

augmenting the training dataset, applying regularization techniques to Xception architecture, and implementing a 

step decay mechanism throughout the training process. During the last phase, the model will undergo evaluation 

and prediction to assess its performance. The techniques we developed are illustrated in Figure 1. 
 

 

 
 

Figure 1. The stages of the proposed system for training method 
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At the beginning of the training, the program will receive datasets comprising training data, 

validation data, and test data. The data will undergo preprocessing, including normalization and data 

augmentation. The processed data is then utilized in the training process using the regularized Xception 

architecture with the step decay approach, which involves adjusting the learning rate at specific epochs. 

Following the completion of the training procedure, the finalized model will undergo evaluation to ascertain 

its performance. The technique will include detailed explanations for each procedure in discrete sections.  

 

 

2.1.  Dataset description 

The primary dataset used in this research is FER2013 [16]. The dataset includes 35,887 grayscale 

photos with a resolution of 48×48 pixels. The dataset is structured as a.csv file, which has been split into 

three subsets: 28,709 training data, 3,594 validation data (publictest), and 3,589 test data (privatetest). 

Furthermore, the dataset has been categorized into seven distinct expressions: angry, disgust, fear, happy, 

sad, neutral, and surprise. To enhance the precision of the model, the training data is supplemented with 

additional data from CK+ [17] and extended and augmented Google FER (without the ‘contempt’ class) [18] 

from Kaggle. The data set of CK+ consists of 981 images, while the extended and augmented FER of Google 

is 38,191 images. The addition of this data brings the cumulative training data to a total of 67,881 photos. 

Figure 2 displays an example image from the FER2013 dataset. 

 

 

 
 

Figure 2. Example images from FER2013 dataset 

 

 

2.2.  Prepocessing data 

Preprocessing data involves transforming datasets from a csv file that contains the pixel values of an 

image into a numpy array with the data type float32. Next, we normalize the data by dividing each pixel 

value by 255 to bring it into the range of 0 and 1. Furthermore, we perform data augmentation on the training 

data using various criteria. Rotation with a maximum angle of 30 degrees chosen randomly. The width and 

height of the image might vary by up to 20%. Zoom in/out (zoom range) refers to the ability to increase or 

decrease the size of an image by a maximum factor of 20%. Horizontal flip refers to the reflection of an 

image along a vertical axis, resulting in a mirrored version of the original picture. Fill Mode fills empty areas 

that may emerge due to playback or shift. Fill Mode fills empty areas that may emerge due to playback or 

shift by filling the blank region with the pixel closest in proximity, using the "nearest" option. 

 

2.3.  Regularized Xception model 

A widely used technique in deep learning is the convolutional neural network (CNN). This 

technique offers numerous key benefits such as image classification, segmentation, object detection, video 

processing, natural language processing, and audio recognition [19]. One of the most widely used CNN 

architectures is Xception. 

Xception is a shortened form of "extreme inception" as it is grounded on the assumption that the 

process of mapping correlations between different channels and spatial correlations within CNN feature maps 

can be entirely disentangled. This hypothesis is an enhanced iteration of the hypotheses that form the 

foundation of the Inception architecture. The Xception design comprises 36 convolutional layers, which 

serve as the foundation for extracting network features. The architecture consists of 14 modules, each 

containing 36 convolution layers. All modules, save for the first and last ones, are connected by a residual 

linear link [20]. Fundamentally, the Xception architecture is a sequential arrangement of depthwise separable 

convolution layers with residual connections. 
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Xception is composed of three sections: the entry flow, the middle flow, and the exit flow. The entry 

flow component, which constitutes the initial segment of Xception, is tasked with the processing of the 

incoming image. The middle flow section serves as the central component of the Xception network and 

consists of a sequence of profound convolutional blocks. Nevertheless, the design in this study was altered by 

incorporating a layer dropout in the middle flow section, along with applying L2 regularization to the exit 

flow section. The purpose of this change was to mitigate overfitting in the model outcome [11]. Figure 3 

displays the modified Xception architecture. 

 

 

 
 

Figure 3. Modified xception architecture 

 

 

2.4.  Step decay method 

Step Decay is a learning rate scheduling technique that entails decreasing the learning rate by a fixed 

factor at regular intervals, leading to a gradual decline in the learning rate over time. These schedules are 

frequently employed in the training of neural networks and have been demonstrated to enhance optimization 

and generalization [21]. This research used softmax activation and a step decay schedule for network 

training. The starting learning rate is set to 0.001 for a total of 100 epochs. Subsequently, the learning rate 

will be diminished to 0.0001 and reset for a total of 30 epochs. Ultimately, the learning rate will be reduced 

to 0.00001, and 20 epochs will be reloaded. The batch size will be configured as 64. 

 

2.5.  Evaluate and predict model 

Model testing is conducted to assess the performance of the designed model and determine the 

success rate of classifying each facial expression. The model is evaluated using a data set from the FER2013 

(private test) using the "model.evaluate" and "model.predict" modules [22]. The function model.evaluate will 

assess the model's suitability for the specified problem and data. This approach will provide a percentage 

score that quantifies the model's performance. The function Model.predict is utilized to obtain predictions 

from the model.  

 

 

3. RESULTS AND DISCUSSION 

3.1.  First training 

The initial phase of the training involves 100 epochs with a learning rate of 0.001, utilizing 

categorical crossentropy loss and a batch size of 64. Figure 4 displays the outcomes of the initial training 

session after the completion of the running process. The training data indicates a training accuracy of 90.67% 

and a loss of 0.271. The validation accuracy achieved the highest performance with a value of 87.94%, while 

the loss was measured at 0.364. 
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Figure 4. Accuracy and loss graph from first training 

 

 

3.1.  Second training 

In the second part of the training, this is the advanced training of the first training. The learning rate 

on this training is changed to 0,0001 with an epoch of 30. Once run, the results of this second training are 

shown in Figure 5. It seems that the results of this training have improved quite significantly. This training 

gets the best training accuracy of 95.86% and a loss of 0.221. For the best validation accuracy, it achieves a 

score of 93.95% and a loss of 0.174. 

 

 

 
 

Figure 5. Accuracy and loss graph from second training 

 

 

3.2.  Third training 

This is the last part of the model training, which is an advanced training session following the 

second training. For the third training session, the learning rate was adjusted to 0.00001 and the number of 

epochs was set to 20, resulting in a total of 150 epochs for the training process. Upon execution, the 

outcomes of this training are displayed in Figure 6. Based on the outcomes of this training, there has been a 

discernible enhancement in performance, although it is not very substantial. The model has achieved 

convergence. The third training session yielded a training accuracy of 96.51% and a loss of 0.1032. The 

validation accuracy was 94.73%, with a loss of 0.16. 

 

 

 
 

Figure 6. Accuracy and loss graph from third training 
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3.3.  Confusion matrix and classification report 

The FER model is evaluated using the FER2013 (privatetest) dataset, which consists of a total of 

3,589 pictures. The model's performance will be evaluated by examining the outcomes of test accuracy, test 

loss, confusion matrix, and classification report, which include precision, recall, f1-score, support, macro 

average, and weighted average. Precision is the ratio of accurately anticipated positive observations to the 

total number of positive predictions. Recall refers to the proportion of accurately predicted positive 

observations out of all the observations in the actual class. The F1-score is calculated as the arithmetic mean 

of precision and recall. Support refers to the frequency of a class appearing in a given dataset. 

Figure 7 displays the outcomes of the loss test and accuracy test conducted on the trained model. 

The exam has an accuracy rate of 94.34%. Figure 8 provides a more detailed explanation of the results 

through the confusion matrix and categorization report. The confusion matrix reveals that the happy class 

exhibits the highest count of true positives, with a total of 864. The other classes, namely neutral, sad, fearful, 

angry, surprised, and disgusted, follow in descending order. The quantity of photographs in each class 

influences this, with the happy classes having the highest count of 879 images. 
 
 

 
 

Figure 7. Test loss and test accuracy model 
 

 

 
 

Figure 8. Confusion matrix and classification report model 
 

 

To ascertain the performance of each class, go to the classification report. The disgust class achieves 

the maximum level of accuracy, reaching a perfect score of 100%. This demonstrates that in a disgust test, 

when a non-disgust image is presented, the model consistently fails to predict that the image is not 

disgusting. The happy class achieves the highest recall and f1-score, with values of 98% and 99%, 

respectively. This suggests that the model demonstrates a favorable equilibrium between precision and recall 

only for the happy class. 

 

3.4.  Analysis of results 

The research results show that the model achieved a training accuracy of 96.5%, a validation 

accuracy of 94.73%, and a test accuracy of 94.34%. In addition, each class achieves a f1-score value of > 

90%, indicating a high level of balance between precision and recall for the findings in each class. This 

model exhibits superior performance in comparison to prior research. Table 1 presents a comparison of the 

model with previous research conducted on FER2013. 
 

 

Table 1. The comparison of accuracy for each model 
References Method Accuracy (%) 

Jaymon et al. [4] Simple CNN model 54 

Gunawan et al. [9] ConvNet model 57.4 

Jaymon et al. [4] Inception model 61.42 

Jaymon et al. [4] Xception model 65.2 
Vignesh et al. [7] Segmentation VGG-19 75.97 

Zhang et al. [23] CNN + image edge computing (FER2013 + LFW Dataset) 88.56 

Debnath et al. [8] Fussion features (CNN + LBP + ORB) + ConvNet 91.01 

Proposed method Regularized Xception + step decay learning rate (FER2013 + 

Extended & Augmented Google FER + CK+ dataset) 

94.34 
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Although extra training data was added to enhance the accuracy of facial expression identification in 

the FER2013 dataset, this study still has limitations to address. Augmenting the training data can enhance the 

models' performance in FER, but the limited size of the FER2013 dataset is still a significant challenge. 

These constraints could impact models' capacity to extrapolate patterns seen in training datasets to more 

extensive real-world scenarios. Variable image quality, class imbalance, and inaccurate emotional class 

annotations can impact the model's accuracy in recognizing facial emotions. For instance, the emotion of 

happiness not only includes feelings of joy but also shares characteristics similar to those of peacefulness. 

The resemblance to peacefulness may lead to data being misclassified [24]. In addition, the images in the 

dataset have variations in illumination levels, which can affect the accuracy of extracting features from facial 

expressions [25]. These findings imply that while adding more training data improves accuracy, our model 

requires further attention to address restrictions and enhance performance in real-world applications.  

 

 

4. CONCLUSION AND FUTURE RESEARCH 

This document outlines strategies for enhancing the precision of FER2013 testing by utilizing a 

collection of Xception architectures. This approach entails augmenting the training data by incorporating 

CK+, extended and augmented Google FER datasets. Additionally, step-decay learning levels are employed 

during the training phase. The study demonstrates a substantial enhancement in the accuracy test outcomes, 

surpassing previous research findings with a score of 94.34%. Our recommendation for future research is to 

further investigate advanced methods in image processing and machine learning to improve models' 

capability in identifying facial expressions. Future research could concentrate on creating more sophisticated 

models using data from diverse sources and with greater variability in facial expressions. Furthermore, all 

data inside the FER2013 dataset can be verified to ensure alignment with the provided label, enhancing the 

accuracy of the generated model. 
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