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 In this paper, the researchers studied the effects of different activation 

functions in hidden layers and how they impact the overfitting or underfitting 

of the model in the multiclass prediction of chronic diseases. This paper also 
evaluated the effects of varying the number of layers, and hyperparameters 

and its impact on the accuracy of the model and its generalization capabilities. 

It was found that exponential linear unit (ELU) does not have a significant 

advantage over rectified linear unit (ReLU) when used as an activation 
function in the hidden layer. Additionally, the performance of softmax 

function, when used in the output layer, is the same as a classic sigmoid output 

activation function. In terms of the ability of the model to generalize, the 

researchers achieved a classification accuracy of 100% when the trained 
model was used to predict unseen data. Through this research, the researchers 

should be able to assist medical professionals and practitioners in Oman in the 

validation and diagnosis of chronic diseases in clinics and hospitals. 
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1. INTRODUCTION 

In Oman, there are 100 to 120 reports of medical errors–classified as harmful, life-threatening and 

fatal, which was the key discussion during the 8th Oman health exhibition and conference [1]. In 2015, the 

National Academy of Medicine in the United States (US) reported that 20% of most people will get an incorrect 

diagnosis at least once in their lives [2], these statistics account for over 12 million adults who seek outpatient 

medical care translating to about 5% of adults, or 1 out of 20 adult patients [3]. In Sulaimaniyah City, Iraq, it 

was found that non-physician healthcare workers are the primary cause of misdiagnosis and mistreatment of 

COVID-19 patients where patients were falsely diagnosed as having typhoid (63%), influenza (14%), 

pneumonia (9%), gastroenteritis (5%), common cold (4%), brucellosis (4%), and meningitis (1%) [4]. In 2021, 

it was found that missed vascular events, infections, and cancers account for 75% of serious harms caused by 

misdiagnosis [5]. 

Globally, world health organization (WHO) states that diagnostic errors occur in about 5% of adults 

in outpatient care settings, more than half of which have the potential to cause severe harm [6]. The result of 

this study will be a very relevant and indispensable tool in hospitals and healthcare providers in the early 

diagnosis of diseases which could have been prevented if accurately detected early. The disease prediction 

software is ideal for use in remote and rural areas where the availability of doctors is scarce.  

https://creativecommons.org/licenses/by-sa/4.0/
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In this paper, the researchers developed a deep learning model for the implementation of an artificial 

intelligence (AI)-assisted chronic disease prediction in the tracking system for chronic diseases (TSCD) 

project. Table 1 presents the deep learning frameworks toolkits that the researchers have considered in this 

project for evaluation. The objective of this proposed project is to develop a chronic disease multiclass 

prediction model to be used in TSCD. This prediction model is crucial to TSCD to help doctors in the diagnosis 

and verification of patient illnesses in hospitals, health centers and clinics. Specifically, this research paper 

aims to: 

‒ Analyze the impact of different activation functions on the performance of hidden layers in neural network 

specifically, exponential linear unit (ELU) and rectified linear unit (ReLU). 

‒ Investigate the relative performance of the sigmoid and softmax functions as output layer activation 

functions in neural networks. 

‒ Compare the different performance and accuracy of the classification models with varying 

hyperparameter settings. 

 

 

Table 1. Machine/deep learning framework 
Framework Programming languages Jupyter lab Platform Open-source Deep learning 

PyTorch Phyton, C++, Julia, C# Yes Linux, macOS, Windows, 

Android 

Yes Yes 

TensorFlow Phyton (keras), C/C++, Java, Go, 

Javascript, R, Julia, Swift, C# 

Yes Linux, macOS, Windows, 

Android 

Yes Yes 

Apache 

MXNET 

C++, Phython, Go, R, Scala, Perl, 

Clojure, C# 

Yes Linux, macOS, Windows, 

AWS, Android, iOS, 

JavaScript 

Yes Yes 

LightGBM Phython, R, C++, C, C# Yes Linux, macOS, Windows Yes No 

 

 

Out of numerous deep learning frameworks evaluated [7], the researchers narrowed down the choice 

to TensorFlow because of its maturity, scalability, and easy-to-develop models, widely used at the production 

level in the industry, compared with the others. Pytorch [8] is a machine learning framework based on the 

Torch library, used for applications such as computer vision and natural language processing. Pytorch was 

released in September 2016. TensorFlow [9] is an end-to-end open-source machine learning platform. Released 

on November 9, 2015, it features a comprehensive, flexible ecosystem of tools, libraries, and community 

resources that lets researchers push the state-of-the-art in machine learning and developers easily build and 

deploy machine learning-powered applications. 

Apache’s open-source spin on a deep learning framework called MXNet which supports building and 

training deep learning networks in multiple languages [10], [11] was released on May 10, 2022. With efficiency 

and scalability in mind, MXNet is very fast, lightweight and portable [12], [13]. LightGBM [14] or light 

gradient-boosting machine, is a free and open-source distributed gradient-boosting framework for machine 

learning based on decision tree algorithms and used for ranking, classification, and other machine learning 

tasks. LightGBM was released in 2016. 

According to the benchmark results published by viso.ai [15], TensorFlow and PyTorch show equal 

accuracy, the memory usage of TensorFlow is lower but the training time is substantially higher. According to 

the results, TensorFlow is often used for production applications due to its speed and scalability. It has an 

extensive library of pre-built models and which makes it ideal for the development of multiclass models. This 

research is relevant to the project due mainly to the fact that the optimized model as the result of this project, 

will be used in the implementation of the AI-assisted chronic disease evaluation system. This will be the core 

part of the TSCD to assist medical practitioners in Oman to be able to validate patients’ diagnosis using AI. 

 

 

2. METHOD 

This section describes the method that was adopted in this research, comprised of the procedure in 

subsection 2.1. In subsection 2.2, the methods in building the prediction models were described, how to avoid 

overfitting and underfitting, and identifying the optimal learning rate. The full source code to replicate the 

simulations and experiments in this paper is available with the authors [16]. 

 

2.1.  Research design 

In the development of the deep learning model for the prediction of chronic disease, the framework 

in Figure 1 was established. In the modeling stage, we created 5 models with varying hyperparameters, 

randomized the dataset, optimized the learning curve, and the regularization parameters. Model training is 

completed when the stopping criteria have been achieved or the number of epochs has been reached without a 
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considerable decrease in error rate. This process is performed with the other 4 models. In the performance 

evaluation stage, we select the two models with the highest prediction accuracy on unseen data. We used 

Jupyter Lab [17] in Anaconda Navigator and Google Colab [18] to write python script codes to perform data 

processing, modeling and performance evaluation of the resulting models in this paper. 

 

 

 
 

Figure 1. Framework for prediction models for chronic diseases 

 

 

2.1.1. Data preparation 

Data cleanup and preprocessing are fundamental steps in machine learning tasks. Prediction models 

rely on data to learn and make predictions. Raw data often contains inconsistencies, errors, missing values, 

extra columns, and redundant data that can drastically affect the prediction capability of the model. 

In data preparation, a localized dataset focused on the Middle East region is not readily available. The 

dataset found in [19] was used in this paper, performed data cleanup and pre-processing on it, and split the 

dataset into training, validation, and test sets. The three sets of data will then be used in the modelling stage. 

 

2.2.2. Modeling 

The modelling stage utilizes the resulting data produced by the data preparation stage. In this stage, 5 

multiclass models were created with varying number of hidden layers, identified the optimal learning rate, 

randomized the data sets, and set the regularization parameters and stopping conditions. Training of the models 

are then performed until a stopping criterion has been reached. 

a) Overfitting and underfitting 

Overfitting and underfitting is a fundamental issue [20] in machine learning. It results to a poor 

generalization capability of the model to accurately classify unseen data. This difficulty was also encountered 

in the previous research utilizing neural network models [21] and support vector machines [22], [23] in the 

multiclass classification of milled rice. 

When training a model for several epochs, the accuracy of the model on the validation set would peak 

then after some time it will start to decrease or stagnate. This scenario exemplifies the overfitting of the model 

to the training data. The opposite of this scenario, underfitting, occurs when the model can be improved on the 

trained data but the model is not given enough time to learn the relevant pattern in the training data. To 

demonstrate this problem in TensorFlow [9], the Higgs dataset [24] was used to develop multi-classification 

models to see how overfitting and underfitting affect the accuracy of the model for this dataset. In Table 2, four 

models with varying numbers of hidden layers are shown. For these models, the number of output classes is 

fixed at 17. 
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Table 2. Deep learning model for higgs dataset with varying number of parameters 
# Model name Layers Output shape Total params 

  1 2 3 4 5   

1 TNY 464     16 481 

2 SML 928 1,056    32 2017 

3 MDM 1,856 4,160 4,160 65  64 10,241 

4 LGE 14,848 262,656 262,656 262,656 513 512 803,329 

 

 

In deep learning, neural network are trained using an optimization algorithm called stochastic gradient 

descent to minimize the loss function, thereby reducing the error between the network’s prediction and the 

desired results. The learning rate acts as a crucial hyperparameter within this optimization process. We know 

that larger learning rate may results to missing the optimal solution but [25] has a solution for it. Models in 

Table 2 used the same configuration and learning rate as shown in Figure 2. This learning rate is expected to 

hyperbolically decrease by ½ of the base rate at 1,000 epochs, 1/3 at 2, 000 epochs, and so on. 

 

 

 
 

Figure 2. Learning rate 

 

 

Figure 3 shows the plot between training and validation loss. Lower validation loss indicates better 

generalization to predict unseen data. The training ends after 200 epochs if there is no progress. In this 

simulation, the Tiny neural network (TNY) model has avoided overfitting the data while the more complex 

models (i.e., supervised machine learning (SML), multi-dimensional model (MDM), large gradient estimation 

(LGE)), tend to overfit the data more quickly. From the result in Figure 3, it was observed that: 

‒ It is normal for both training and validation loss to have a small difference (TINY). 

‒ It is normal to have training and validation loss to be moving in the same direction (TINY). 

‒ When the training loss continues to improve but the validation loss starts to deteriorate, training is most 

likely close to overfitting (SML, MDM, LGE). 

‒ If the validation loss is increasing (going upward), the model is overfitting (SML, MDM, LGE). 

b) Strategies to avoid overfitting of data 

Various strategies to avoid overfitting that were used in this paper are discussed in subsubsection  

2.4.1 to 2.4.6. The strategies described in this subsubsection avoid overfitting of training data leading to 

improved generalization capability of the trained model for accurate prediction on unseen data.  

‒ Training with more data 

One of the most common strategies is to include the full range of inputs that the model is expected to 

handle for each classification output. Additional training data may only be relevant to cover new classes and 

interesting cases. A model trained this way tends to generalize better. Gütter et al. [26], it was shown that the 

training set size does play a role in affecting the robustness of the model against noise. However, this strategy 

may not work every time. If noisy data were added, this technique wouldn’t help. This is the reason why data 

must be cleansed [27]. 

‒ Reducing the complexity of the network 

Another strategy is to reduce the complexity of the network similar to what was done in this paper 

[28]. As shown in Table 2, the LGE model is comprised of a whopping 803,329 parameters, the red dash line 

in in Figure 3 shows the validation loss is shooting in an upward direction. It is enough to say that in this LGE 
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model, overfitting could have been avoided if a less complicated network had been adopted as shown in the 

TNY model in Table 2. 

‒ Early stopping 

Early stopping is a regularization technique for a deep neural network that stops training when 

parameters do not result in any improvements on validation sets after a number of epochs [29]. The researchers 

are using this strategy in this paper by stopping the training after 100 epochs of no improvements. In fact, most 

if not all machine learning frameworks support this strategy. 

‒ Regularization 

Regularization is an excellent technique to address overfitting problems. Some examples of these 

techniques use linear regression [30], L1 regularization [31], and L2 regularization [32]. Figure 4 shows a 

training and validation loss for the LGE model that utilizes L2 regularization. This regularized version of the 

LGE model is competitive with the TNY model, with more resistance to overfitting than the LGE model it was 

derived from. 

‒ Dropout 

Dropout is one of the simplest ways [33] to avoid overfitting using regularization techniques that 

discard random nodes during training by ensuring that no variables are not co-dependent with one another. It 

means that the model will not learn redundant details of the input. An example is provided in Figure 5 where 

LGE utilizes a dropout regularization technique. 
 

 

  
 

Figure 3. Training vs validation losses for Higgs 

dataset 

 

Figure 4. Training vs validation loss for LGE 

model with L2 regularization technique 

 

 

 
 

Figure 5. LGE Model with dropout regularization 

 
 

c) Optimal learning rate estimation 

Hyperparameters decide the time and computational cost of training neural network models. They 

heavily influence the structure, prediction accuracy, and generalization capability of the model. The learning rate 

is one of those hyperparameters that requires tuning. 

If the learning rate is incrementally small, then training is more reliable, but optimization will take more 

time because of the smaller step size to obtain the minimum of the loss function. On the other hand, if the learning 

rate was set a bit too high, then the training may not converge or diverge. In this case, the optimizer may not be 

able to achieve the minimum of the loss function which makes the model worst. Local quadratic approximation 
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[34], stochastic gradient descent [35] and the method used in super-convergence [25] are some of the learning 

rate estimation strategies. Figure 6(a) shows the learning rate used, Figures 6(b) and 6(c) shows an excellent 

convergence of the training/validation loss/accuracy. 

 

 

 
(a) 

 

 
(b) 

 

 
 

Figure 6. Learning rate, accuracy and losses (a) learning rate, (b) training vs validation accuracy, and  

(c) training vs validation loss 
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3. RESULTS AND DISCUSSION 

In this section, the development of the classification models built using TensorFlow is explained in 

detail. Subsections 3.1 and 3.2 describe the considerations when designing and training a multiclass deep 

learning model. Subsections 3.3 and 3.4 describe in detail how the deep neural network model was developed. 

Finally, subsection 3.5 describes the performance evaluation and selection of the multiclass deep learning 

classification model in this paper. 

 

3.1.  Dataset cleanup and preparation 

The dataset [19] is used in this paper to build the deep learning multiclass model. For this dataset, 

there are 134 columns in total–132 columns represent distinct symptoms, column #133 represents the different 

diagnoses of our output classes, and column 134 is an irrelevant column that must be removed. Furthermore, 

the output categories consisting of 41 diagnoses must be translated into numerical values represented as shown 

in Figure 7. 

 
 

 
 

Figure 7. Indices of output categories 

 
 

3.2.  Splitting of the dataset into training, validation and test set 

In the training dataset, there are 4,920 rows and 132 features. The training dataset was randomly split 

into 80/20 percent where the 20% validation set is comprised of 984 rows. The training and validation set will 

be used for training and fitting the model. The test dataset is comprised of 41 rows and 132 features which is 

unseen data to be used for testing the performance of the model. The number of features or columns represents 

various symptoms that can be encountered by a patient. The number of output classes or categories is 41 which 

represents the possible chronic diseases, as shown in Figure 8. 
 

 

 
 

Figure 8. Chronic diseases (output categories or classes) 

 
 

3.3.  Building a multiclass classification model 

This section outlines the process that was followed for building a multiclass prediction model for 

chronic diseases. Subsubsection 3.3.1, describes the training configuration used for 5 different classification 

models discussed in this paper. The number of features is 132, representing different symptoms encountered 

by a patient. The dataset is divided into training, validation, and test data with a number of instances equivalent 

to 3936, 984 and 41, respectively. This section also provides the settings used during the optimization of the 

model such as the maximum number of epochs 100, the number of training instances to process (batch size=50) 

at a time, and the number of steps per epoch 62. Subsubsection 3.3.2 provides the configuration used to decay 

the learning rate. Subsubsection 3.3.3 presents the models created whose hyperparameter settings range from 

a total of 481 up to 803,309 hyperparameters and a number of layers from 1 up to 5 hidden layers. 

 

3.3.1. Training configuration 

Table 3 presents the configuration for all the models to be built in this paper. The total number of 

possible symptoms is represented by the total number of features. Using the 80:20 Pareto rule, the researchers 

split the training set into training instances equal to 3,936 and validation instances equal to 984. The final test 

data which is the unseen data instances is 41 will be used to evaluate the performance of the models. 
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Table 3. Deep learning model training configuration 
Settings Output shape 

Total number of features 132 

Number of validation instances 984 

Number of training instances 3,936 

Number of unseen data instances 41 
Buffer size 100 

Batch size (epochs) 50 

Steps per epoch 62 

 

 

3.3.2. Learning rate 

Inverse decay function is a strategy for scheduling the learning rate during training. It adjusts the 

learning rate based on the current iteration step during training. The learning rate is increased as the inverse of 

the iteration, often written as (1): 

 

learning _rate =
𝑟

(1+
𝑑𝑟×𝑠

𝑑𝑠
)
 (1) 

 

where r-initial learning rate, dr–decay rate, ds–decay step and s–step. For our models, parameters are set in 

accordance with Table 4. As the training proceeds, learning rate will decay based on (1), and parameters in 

Table 4. 

 

 

Table 4. Learning rate configuration 
Settings Value 

Initial learning rate (𝑟) 0.001 

Decay steps (𝑑𝑠) Steps per epoch x 100 

Decay rate (𝑑𝑟) 0.6 

 

 

3.3.3. Hyperparameter model settings 

There are 5 models used in this paper in which complexities vary significantly. The first model-

MODEL1 is the simplest with a total parameter of 11,177 while the most complex is MODEL5 with 93,609 

parameters. The researchers experimented with varying the number of hidden layers and several parameters by 

using the settings in Table 5 in different trial runs. 

 

 

Table 5. Hyperparameters settings 
# Model name Layers Output shape Total params 

  1 2 3 4 5   

1 MODEL1 64     41 11,177 

2 MODEL2 128 256    41 60,585 

3 MODEL3 128 128 256   41 77,097 

4 MODEL4 128 128 128 256  41 93,609 

5 MODEL5 64 64 64 64 256 41 48,169 

 

 

In this paper, the input layer is always set to use dense. The default output layer used is the softmax 

[36] function but the most commonly used activation function-sigmoid function [37], was also tested to identify 

whether softmax will perform best using the hyperparameter settings in Table 5. The activation function used 

in layers 2–5 was ELU [38]. ReLU [39], [40] was also used as an activation function in hidden layers to evaluate 

whether considerable performance improvements will be compared to ELU. 

 

3.4.  Training the models 

The researchers performed various trial runs to find the best model in this paper. The learning rate in 

Figure 9 was used in all models. During the course of training the models described in this paper, an issue has 

been encountered where the results obtained are different each time. This prevented us from moving forward. 

The researchers were able to fix the problem by setting a fixed random seed globally. Figure 9 shows the 

summary of the accuracy of the model when applied to the training set and validation set. Prediction accuracy 

and losses on unseen data are described in more detail in the next section. 
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Figure 9. Validation vs training accuracy 

 

 

As observed in Figure 6, the graph of all the models in terms of accuracy has converged to 1.0 which 

is normal. The graph tells us that the weighing values have already been optimized at epoch <100 because it 

has reached the maximum possible accuracy of 1.0. Figure 10 presents the final model that was trained and 

built in this project. For simplistic implementation in a production environment, MODEL1 is recommended. 

If a more robust model is to be desired, then MODEL5 is highly recommended. Its numerous numbers of 

hyperparameters are not to be desired, but the loss is taken into account, MODEL5 outperforms MODEL1 by 

a factor of 213 times. 

Figure 10 shows the number of layers, and type of activation functions for both MODEL1 and 

MODEL2. Hidden layers use ELU [38] and output layers utilizes Softmax [36]. Note that the number of inputs 

corresponds to the number of possible symptoms and the output corresponds to the number of output categories 

which is 41. The correct output classification is determined by taking the index of the maximum output value. 

 

 

 

 
 

Figure 10. MODEL1 vs MODEL5 
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3.5.  Performance evaluation 

Based on the evaluation of the model that was conducted, it was evident that all of the models 

performed well on test data with perfect accuracy. However, When the model was used to predict data that 

were not encountered before, MODEL1 and MODEL5 were the clear victors as shown in Table 6. Some ML 

practitioners normally neglect accuracy versus loss metrics. But in this paper, the researchers equally treat this 

metric because it provides information on the loss function used and how well the model has performed in terms 

of minimizing this calculated loss. Table 7 shows the performance of the 5 models in the classification of unseen 

data. 

 

 

Table 6. The prediction accuracy of unseen data model 
Data sample Model 

 1 2 3 4 5 

Test data 1.0 1.000000 1.000000 1.000000 1.0 

Unseen data 1.0 0.97619 0.97619 0.97619 1.0 

 

 

Table 7. Loss vs accuracy on unseen data model 
 Model  

 1 2 3 4 5 

Loss 0.02007 0.0335 0.08491 0.10055 0.00009 

Accuracy 1.00000 0.9761 0.97619 0.97619 1.00000 

 

 

3.5.1. Precision, recall and F1-score 

Precision, recall, and F1-score are essential metrics for evaluating the performance of the model. 

Precision in (2) refers to the ability of the classifier not to label a negative sample as positive and recall in (3) 

is the ability of the classifier to find all the positive samples. F1-score in (4), on the other hand, is an evaluation 

metric that measures a model's accuracy. It combines the precision and recall score of a classification model. 

The accuracy metric computes how many times a model made a correct prediction across the entire dataset. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

where TP–is true positive, FP–is false positive, and FN–is false negative. Figure 11 shows the performance of 

the model showing precision=1.0, recall=1.0, and f-score=1.0. 

 

 

 
 

Figure 11. Precision, recall, and F1-score 
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3.5.2. Confusion matrix 

Another method for measuring the performance of a classification model is the confusion matrix. In 

confusion matrix, the predicted values are mapped in matrix form against the expected values as shown in 

Figure 12. A confusion matrix is formed as a table that compares the actual classifications of ground truth data 

with the predictions made by a classification model. It provides a clear breakdown of how many instances were 

correctly and incorrectly classified for each output classes. 

 

 

 
 

Figure 12. Confusion matrix of unseen data from MODEL5 

 

 

4. CONCLUSION 

Changing the activation function of the models from ELU to ReLU does not yield much difference in 

terms of accuracy and losses. Softmax output activation function is a very common deep learning multiclass 

classification, but it does not yield noticeable advantage over the classic sigmoid activation output function as 

well. It was also observed that the repeatability of the prediction models is impossible if the global random 

seed is not set to a fixed value. Comparing the different performance and accuracy of the five trained models 

that were developed in this paper, we came up with the conclusion that MODEL1 (simplest) and MODEL5 

(more complex) provide the most accurate classification output, scoring 1.0 on precision, recall, and f-score on 

the unseen data. The best performing trained models that were developed in this paper will be used to build an 

AI-assisted patient diagnosis system in the TSCD project. It will be interesting to know how the models will 

perform in a more realistic scenario. In the future, we hope to build a web-based application or desktop 

application software that can be used by healthcare and hospitals across the Sultanate of Oman. One area that 

is worth pursuing to further this research is to increase the capability of the prediction model to diagnose a 
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wider range of symptoms by adding more datasets. One of the biggest hurdles to make this possible, however, 

is the availability of datasets. Finally, to further improve the accuracy and generalization capability of the 

prediction models in this paper, a new feature must be added to indicate the degree (e.g., from 1–10) are 

symptoms as experienced by the patient. 
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