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 The COVID-19 pandemic has had a substantial effect on global mental health, 

leading to increased depression and suicide ideation (SI), particularly among 

young adults. This study introduces a novel method for enhancing SI 

assessment in young adults with depression, utilizing machine learning (ML) 

techniques applied to structural magnetic resonance imaging (SMRI) data. 

SMRI data from 20 individuals with depression and 60 healthy controls were 

analyzed. A hybrid ML algorithm, integrating self-attention mechanism and 

evolving spiking neural networks, successfully classified depression with 

94% accuracy, 100% sensitivity, 92% specificity, and an area under the curve 

of 0.96. These results offer potential for enhancing mental health intervention 

and support in the context of the ongoing and post-pandemic period influenced 

by COVID-19. 
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1. INTRODUCTION 

The COVID-19 pandemic has significantly impacted young adults' mental health, leading to increased 

depression and suicidal tendencies, including suicide ideation (SI) [1]. This has resulted in a troubling rise in 

self-harm cases among individuals aged 18 to 24, with suicide becoming the second leading cause of death in 

this demographic [2]. Understanding the complex relationship between depression and SI is crucial for 

strengthening suicide prevention efforts [3]. Traditional methods for assessing suicide risk, such as the PHQ-9 

self-report measure and face-to-face interviews, have limitations in accurately predicting suicidal behavior and 

potentially misidentifying people's risk level [4], [5]. These limitations underscore the urgent need for 

innovative approaches that focus on the association between SI and depression. 

Machine learning (ML) offers promising possibilities for improving predictions across various 

medical domains [6]. In the field of suicide science, ML has emerged as a valuable tool for identifying complex 

patterns and analyzing diverse datasets [7]. Integrating ML with neuroimaging techniques presents new 

opportunities to identify biomarkers and understand the neural correlates of suicidal behaviors [8]. 

Structural magnetic resonance imaging (SMRI) plays a critical role in visualizing brain abnormalities, 

especially in depressed individuals [9]. Studies have revealed cortical thinning and volume reductions in 

specific brain regions associated with emotion regulation, executive function, and reward processing [10]. 

Utilizing ML and neuroimaging data aims to identify brain patterns linked to suicide risk, ultimately aiding in 

enhancing diagnostic accuracy for assessing an individual's likelihood of suicide. 
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This study introduces innovative ML models of self-attention mechanism (self-AM) and evolving 

spiking neural networks (ESNN), to enhance SI assessment among depressed young adults utilizing SMRI data 

[11], [12]. Self-AM organizes image features and measures their correlation to improve classification tasks, 

while ESNN excels in rapid learning and dynamic interaction. By combining these techniques, the model aims 

to enhance feature extraction and overall performance in SI assessment. 

By combining self-AM with ESNN, the model enhances feature extraction and overall performance 

in neuroimaging analysis [13], [14]. This hybrid approach offers a powerful tool for assessing SI using SMRI 

data from depressed young adults, addressing a critical gap in existing literature that primarily relies on 

traditional ML classifiers [15]–[19]. The study aims to provide a unique and innovative approach to SI 

assessment, deepening our understanding of depression/SI links and offering precise tools to address 

vulnerabilities in this population. 

In summary, this study addresses the urgent need to strengthen suicide prevention strategies among 

young adults. By leveraging innovative ML approaches and neuroimaging techniques, the study objectives 

were to enhance SI assessment and deepen the understanding of the complex link between depression and SI. 

The proposed research offers novel understandings and methodologies that hold promise for advancing the 

field of suicide science and improving mental health outcomes among young adults. 

 

 

2. METHODS 

This section presents the research methodology covering data acquisition, pre-processing, research 

design, and procedures. Data acquisition involved selecting public sMRI datasets of depressed young adults, 

chosen for their quality and comprehensiveness. Pre-processing steps included cleaning, normalization, and 

alignment of the sMRI data to a common reference framework to reduce errors and ensure data consistency. 

Each step was carefully planned and executed to ensure accuracy and reliability in the study's outcomes.  

 

2.1.  Data acquisition: dataset 

The study utilized SMRI data from 20 depressed individuals (aged 19-24, mean age 21.95) and 60 

healthy controls (aged 19-22, mean age 19.78. These datasets were obtained from reputable sources, including 

the OpenNeuro and SLIM dataset repositories [20]–[23]. The selection of these datasets was based on their 

availability, quality, and relevance to the study’s objectives. 

 

2.2.  Data pre-processing 

The sequential data preprocessing steps in this study are based on [24], [25]. It utilized subjects’ 

baseline rest images and employed MATLAB R2021a software to initiate voxel-based morphometry (VBM) 

[26] analysis within statistical parametric mapping (SPM12) [27] for magnetic resonance imaging data pre-

processing. 

‒ Step 1. Registration: Images were oriented with Montreal Neurological Institute's T1-weighted templates 

[25]. 

‒ Step 2. Segmentation: Brain tissue was categorized into gray matter (GM), white matter (WM), and 

cerebrospinal fluid (CSF) [28]. The resulting GM and WM structural images were utilized as the input 

dataset for next stage of the process. 

‒ Step 3. DARTEL: The image fitting accuracy was enhanced by developing regional templates for GM and 

WM [29], [30]. 

‒ Step 4. Normalization and smoothing: Aligned structural pictures with MNI brain template and reduced 

noise [31]. 

‒ Step 5. Image format conversion: Converted data to PNG format [32], [33], selecting the 61st image for 

each subject, resized to 50×50 pixels and cropped Figure 1. 

 

 

 
 

Figure 1. Image background cropping process 
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2.3.  Research design 

This study introduced a hybrid ML approach integrating self-AM and ESNN: 

‒ Feature selection enhancement: Self-AM module prioritizes relevant features [34]. 

‒ Dynamic neuronal evolution: ESNN autonomously evolves and clusters neurons [35]. 

‒ Classification optimization: Final decisions determined by fastest responding neuron [36]. 

‒ Encoder functionality: Radial basis function serves as encoder [37], with self-AM layer preceding encoding 

stage. 

‒ Training dynamics: Neurons continually update based on input data and labels. 

The entire classification process is visually represented in Figure 2. 

 

 

 
 

Figure 2. The proposed model design for image classification 

 

 

2.4.  Research procedures 

To address the challenge of imbalanced datasets in ML, strategic techniques were employed during 

both data preparation and model evaluation phases. 

‒ Data normalization: Pixel values were normalized to the range [0, 1] [38]. 

‒ Stratified train-test split: Maintained balance of class frequencies [39]. 

‒ Synthetic minority oversampling technique (SMOTE): Generated synthetic instances of minority class [40]. 
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‒ Stratified K (5)-fold cross-validation: Ensured consistent class distribution [41]. 

‒ Data augmentation: Applied random transformations to enrich training data [42]. 

‒ Hyperparameter tuning: Employed genetic algorithm for optimization [43]. 

Figure 3 illustrates the classification task design. 

 

 

 
 

Figure 3. Design of the classification task for SI assessment 

 

 

3. RESULTS AND DISCUSSION 

This research introduces an innovative approach to SI assessment by combining advanced ML models 

with neuroimaging data. Unlike previous studies that relied on traditional ML classifiers [15]–[19], this method 

provides a more comprehensive analysis of brain patterns linked to SI. By leveraging modern techniques, the 

approach addresses significant gaps in earlier research, offering enhanced predictive capabilities. 

 

3.1.  Result interpretation and evaluation 

Depressed and healthy control subjects were labeled as '1' and '0' respectively. The genetic algorithm 

explored hyperparameters, producing ten unique configurations evaluated through ten trials on accuracy, 

sensitivity, specificity, and area under the curve (AUC). The best configuration became the proposed model's 

main hyperparameter. The model was compared to traditional ML classifiers (K-nearest neighbor (KNN), 

logistic regression (LR), and support vector machine (SVM)) and relevant prior work. 

 

3.2.  Proposed model performance evaluation 

The optimal hyperparameter configuration included 20 attention units, and ESNN parameter values 

of 0.17 𝑀𝑜𝑑, 0.13 𝐶, and 0.55 𝑆𝑖𝑚. Across ten trials, the proposed model achieved the highest performance of 

accuracy 94%, sensitivity: 100%, specificity: 92%, and AUC: 0.96. These results highlight the model's 

potential in enhancing SI assessment utilizing SMRI data from depressed young adults. Figure 4 illustrates the 

model's performance across ten trials, showing consistent high performance in most trials with some variability. 
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Figure 5 presents self-attention visualizations, revealing focal points in the network and highlighting brain 

regions attracting heightened attention. 

 

 

 
 

Figure 4. The results of ten trials of the proposed self-AM-ESNN model 

 

 

 
 

Figure 5. Self-AM maps for brain images 

 

 

3.3.  Comparative analysis 

3.3.1. Traditional machine learning classifiers analysis 

This study evaluated four classifiers–KNN (K=2), LR, SVM, and the proposed model–for brain image 

classification. Table 1 shows the average scores derived from ten trial results of each model. The proposed 
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model outperformed traditional classifiers (KNN, LR, SVM) in average accuracy, specificity, and AUC. While 

KNN showed perfect sensitivity, it had lower accuracy and specificity. LR exhibited strong performance but 

did not surpass the proposed model's capabilities. 

 

 

Table 1. Performance comparison of traditional ML classifiers (KNN, LR, SVM) with proposed model 

(average results) 
Model Average accuracy (%) Average sensitivity (%) Average specificity (%) Average Auc 

KNN 69 100 58 0.79 
LR 91 85 93 0.89 

SVM 83 50 94 0.72 

Self-AM-ESNN 93 83 97 0.90 

 

 

3.3.2. Past studies analysis 

To demonstrate the advancements of the proposed model, it was compared to state-of-the-art SI 

assessment methods. Table 2 presents the highest results obtained from prior studies alongside those achieved 

by the proposed model. The proposed model outperformed existing studies, achieving the highest accuracy 

(94%) and perfect sensitivity (100%). It also showed competitive specificity and AUC values, surpassing or 

matching previous research outcomes. 

 

 

Table 2. Performance comparison of the proposed model with existing studies (highest results) 
Author Model Accuracy (%) Sensitivity (%) Specificity (%) AUC 

[15] SVM, and ensemble 74.79 75.90 74.07 0.87 

[16] CNN, SVM, and XGB 85 75 100  

[17] CNN 58.90 - - - 
[18] SVM 78.59 73.10 84 - 

[19] FCNN 70.12 75.61 63.08 - 

Proposed model Self-AM-ESNN 94 100 92 0.96 

 

 

3.4.  Discussion 

This study addresses challenges exacerbated by COVID-19, particularly regarding the relationship 

between depression and SI in young adults. The proposed model's exceptional performance highlights its 

potential for enhancing SI assessment and advancing mental health research and practice. The integration of 

neuroimaging and ML techniques offers promising avenues for identifying new risk markers and developing 

patient-specific treatments [44], [45]. However, limitations such as the relatively small sample size and 

potential biases in data selection should be acknowledged. Future research should focus on larger sample sizes, 

more rigorous data collection procedures, and enhanced analytical methods. The application of this model in 

longitudinal studies, real-time SI assessment, and clinical settings warrants further investigation. 

 

 

4. CONCLUSION 

This study presents compelling evidence supporting the effectiveness of the hybrid self-AM-ESNN 

model for SI assessment. By outperforming traditional ML classifiers and surpassing the performance of 

previous research, our findings establish new benchmarks for SI brain image classification and assessment. 

The integration of advanced ML techniques with neuroimaging data holds significant promise for enhancing 

suicide prevention efforts. Moving forward, future research should focus on further validating and refining this 

approach, exploring its application in longitudinal studies, real-time SI assessment, and clinical settings. 

Collaborative efforts between researchers, clinicians, and policymakers are crucial for translating these 

findings into actionable interventions aimed at identifying and supporting individuals at risk of SI. 

 

 

ACKNOWLEDGEMENTS 

The authors acknowledge the financial support provided by the Ministry of Higher Education 

Malaysia through the Fundamental Research Grant Scheme (FRGS), grant number 

FRGS/1/2021/SS0/UNIMAS/02/4. Additionally, we extend our thanks to Universiti Malaysia Sarawak 

(UNIMAS) for their support and funding of this publication. 

 

 

 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 1, February 2025: 350-357 

356 

REFERENCES 
[1] M. Macalli et al., “Frequency of depressive symptoms and suicidal ideation among university students before and after the COVID-

19 pandemic,” medRxiv, 2024, doi: 10.1101/2024.03.14.24304160. 

[2] G. Sara et al., “Growth in emergency department self-harm or suicidal ideation presentations in young people: comparing trends 

before and since the COVID-19 first wave in New South Wales, Australia,” Australian & New Zealand Journal of Psychiatry, vol. 
57, no. 1, pp. 58–68, Jan. 2023, doi: 10.1177/00048674221082518. 

[3] J. A. Bridge et al., “Youth suicide during the first year of the COVID-19 pandemic,” Pediatrics, vol. 151, no. 3, Mar. 2023, doi: 

10.1542/peds.2022-058375. 
[4] S. Kim, H.-G. Son, S. Lee, H. Park, and K.-H. Jeong, “A study on the relationship between depression change types and suicide 

ideation before and after COVID-19,” Healthcare, vol. 10, no. 9, Aug. 2022, doi: 10.3390/healthcare10091610. 

[5] J.-P. Gouin et al., “Depression, anxiety, and suicidal ideation in a population-based cohort of young adults before and during the 
first 12 months of the COVID-19 pandemic in Canada,” Canadian Journal of Public Health, vol. 114, no. 3, pp. 368–377, Jun. 

2023, doi: 10.17269/s41997-023-00772-7. 

[6] N. D. Airey and Z. Iqbal, “Are clinicians confident in the risk assessment of suicide?: a systematic literature review,” Archives of 
Suicide Research, vol. 26, no. 1, pp. 1–13, Jan. 2022, doi: 10.1080/13811118.2020.1792019. 

[7] M. C. Dodge, A. D. Hicks, and D. M. McCord, “Rapid screening for suicide risk: an algorithmic approach,” Suicide and Life-

Threatening Behavior, vol. 54, no. 1, pp. 83–94, Feb. 2024, doi: 10.1111/sltb.13020. 
[8] N. King et al., “The impact of the COVID-19 pandemic on the mental health of first-year undergraduate students studying at a 

Major Canadian University: a successive cohort study,” The Canadian Journal of Psychiatry, vol. 68, no. 7, pp. 499–509, Jul. 2023, 

doi: 10.1177/07067437221094549. 
[9] M. M. Saab et al., “Suicide and self-harm risk assessment: a systematic review of prospective research,” Archives of Suicide 

Research, vol. 26, no. 4, pp. 1645–1665, Oct. 2022, doi: 10.1080/13811118.2021.1938321. 

[10] A. Pigoni et al., “Machine learning and the prediction of suicide in psychiatric populations: a systematic review,” Translational 
Psychiatry, vol. 14, no. 1, Mar. 2024, doi: 10.1038/s41398-024-02852-9. 

[11] N. K. Iyortsuun, S.-H. Kim, M. Jhon, H.-J. Yang, and S. Pant, “A review of machine learning and deep learning approaches on 

mental health diagnosis,” Healthcare, vol. 11, no. 3, Jan. 2023, doi: 10.3390/healthcare11030285. 
[12] W. F. Heckler, J. V. D. Carvalho, and J. L. V. Barbosa, “Machine learning for suicidal ideation identification: a systematic literature 

review,” Computers in Human Behavior, vol. 128, Mar. 2022, doi: 10.1016/j.chb.2021.107095. 

[13] G. Papanastasiou, N. Dikaios, J. Huang, C. Wang, and G. Yang, “Is attention all you need in medical image analysis? a review,” 
IEEE Journal of Biomedical and Health Informatics, vol. 28, no. 3, pp. 1398–1411, Mar. 2024, doi: 10.1109/JBHI.2023.3348436. 

[14] H. Lv, J. Chen, T. Pan, T. Zhang, Y. Feng, and S. Liu, “Attention mechanism in intelligent fault diagnosis of machinery: a review 

of technique and application,” Measurement, vol. 199, Aug. 2022, doi: 10.1016/j.measurement.2022.111594. 
[15] S. Bajaj et al., “Machine learning based identification of structural brain alterations underlying suicide risk in adolescents,” Discover 

Mental Health, vol. 3, no. 1, Feb. 2023, doi: 10.1007/s44192-023-00033-6. 

[16] V. C.-H. Chen et al., “Convolutional neural network–based deep learning model for predicting differential suicidality in depressive 
patients using brain generalized q-sampling imaging,” The Journal of Clinical Psychiatry, vol. 82, no. 2, Feb. 2021, doi: 

10.4088/JCP.19m13225. 

[17] S. Hong et al., “Identification of suicidality in adolescent major depressive disorder patients using sMRI: a machine learning 
approach.,” Journal of Affective Disorders, vol. 280, pp. 72–76, Feb. 2021, doi: 10.1016/j.jad.2020.10.077. 

[18] J. Hu et al., “Identifying suicide attempts, ideation, and non-ideation in major depressive disorder from structural MRI data using 

deep learning,” Asian Journal of Psychiatry, vol. 82, Apr. 2023, doi: 10.1016/j.ajp.2023.103511. 
[19] J.-C. Weng, T.-Y. Lin, Y.-H. Tsai, M. Cheok, Y.-P. Chang, and V. Chen, “An autoencoder and machine learning model to predict 

suicidal ideation with brain structural imaging,” Journal of Clinical Medicine, vol. 9, no. 3, Feb. 2020, doi: 10.3390/jcm9030658. 

[20] D. A. A. Baranger et al., “Aberrant levels of cortical myelin distinguish individuals with depressive disorders from healthy controls,” 
NeuroImage: Clinical, vol. 32, 2021, doi: 10.1016/j.nicl.2021.102790. 

[21] D. D. Bezmaternykh, M. E. Melnikov, A. A. Savelov, and E. D. Petrovskii, “Resting state with closed eyes for patients with 

depression and healthy participants,” OpenNeuro, 2021, doi: 10.18112/openneuro.ds002748.v1.0.5. 
[22] D. D. Bezmaternykh, M. E. Melnikov, A. A. Savelov, and E. D. Petrovskii, “Two sessions of resting state with closed eyes for 

patients with depression in treatment course (NFB, CBT or No treatment groups),” OpenNeuro, 2021, doi: 
10.18112/openneuro.ds003007.v1.0.1. 

[23] W. Liu et al., “Longitudinal test-retest neuroimaging data from healthy young adults in southwest China,” Scientific Data, vol. 4, 

no. 1, Feb. 2017, doi: 10.1038/sdata.2017.17. 
[24] V. B. Bogdanov, “SPM12 (Kyiv 2015): part 2–reorientation 2/3,” YouTube, 2015. Accessed: Oct. 05, 2023. [Online]. Available: 

https://www.youtube.com/watch?v=sUFrFnWv9Mg&t=119s 

[25] V. B. Bogdanov, “DARTEL VBM Lyon presentation 20170505,” YouTube, 2017. Accessed: Oct. 05, 2023. [Online]. Available: 
https://www.youtube.com/watch?v=YVDG9cjnUPU&t=370s 

[26] M. Goto et al., “Advantages of using both voxel- and surface-based morphometry in cortical morphology analysis: a review of 

various applications,” Magnetic Resonance in Medical Sciences, vol. 21, no. 1, 2022, doi: 10.2463/mrms.rev.2021-0096. 
[27] M. K. Singh and K. K. Singh, “A review of publicly available automatic brain segmentation methodologies, machine learning 

models, recent advancements, and their comparison,” Annals of Neurosciences, vol. 28, no. 1–2, pp. 82–93, Jan. 2021, doi: 

10.1177/0972753121990175. 
[28] R. Feo and F. Giove, “Towards an efficient segmentation of small rodents brain: a short critical review,” Journal of Neuroscience 

Methods, vol. 323, pp. 82–89, Jul. 2019, doi: 10.1016/j.jneumeth.2019.05.003. 

[29] M. S. Baek, H. Cho, Y. H. Ryu, and C. H. Lyoo, “Customized FreeSurfer-based brain atlas for diffeomorphic anatomical registration 
through exponentiated lie algebra tool,” Annals of Nuclear Medicine, vol. 34, no. 4, pp. 280–288, Apr. 2020, doi: 10.1007/s12149-

020-01445-y. 

[30] C. Candemir, “Spatial smoothing effect on group-level functional connectivity during resting and task-based fMRI,” Sensors, vol. 
23, no. 13, Jun. 2023, doi: 10.3390/s23135866. 

[31] R. G. Akindele, M. Yu, P. S. Kanda, E. O. Owoola, and I. Aribilola, “Denoising of Nifti (MRI) images with a regularized 

neighborhood pixel similarity wavelet algorithm,” Sensors, vol. 23, no. 18, Sep. 2023, doi: 10.3390/s23187780. 
[32] M. J. Willemink et al., “Preparing medical imaging data for machine learning,” Radiology, vol. 295, no. 1, pp. 4–15, Apr. 2020, 

doi: 10.1148/radiol.2020192224. 

[33] A. Laurence, “NIfTI image converter,” GitHub, 2021. Accessed: Jun. 11, 2023. [Online]. Available: 



Int J Artif Intell  ISSN: 2252-8938  

 

New method for assessing suicide ideation based on an attention ... (Corrine Francis) 

357 

https://github.com/alexlaurence/NIfTI-Image-Converter 
[34] A. Hernández and J. M. Amigó, “Attention mechanisms and their applications to complex systems,” Entropy, vol. 23, no. 3, Feb. 

2021, doi: 10.3390/e23030283. 

[35] C. Tan, M. Šarlija, and N. Kasabov, “Spiking neural networks: background, recent development and the neucube architecture,” 
Neural Processing Letters, vol. 52, no. 2, pp. 1675–1701, Oct. 2020, doi: 10.1007/s11063-020-10322-8. 

[36] C. Tan, G. Ceballos, N. Kasabov, and N. P. Subramaniyam, “FusionSense: emotion classification using feature fusion of multimodal 

data and deep learning in a brain-inspired spiking neural network,” Sensors, vol. 20, no. 18, Sep. 2020, doi: 10.3390/s20185328. 
[37] M. Dua, R. Gupta, M. Khari, and R. G. Crespo, “Biometric iris recognition using radial basis function neural network,” Soft 

Computing, vol. 23, no. 22, pp. 11801–11815, Nov. 2019, doi: 10.1007/s00500-018-03731-4. 

[38] H. Benhar, A. Idri, and J. L. Fernández-Alemán, “Data preprocessing for heart disease classification: A systematic literature 
review,” Computer Methods and Programs in Biomedicine, vol. 195, Oct. 2020, doi: 10.1016/j.cmpb.2020.105635. 

[39] C. Esposito, G. A. Landrum, N. Schneider, N. Stiefl, and S. Riniker, “GHOST: adjusting the decision threshold to handle imbalanced 

data in machine learning,” Journal of Chemical Information and Modeling, vol. 61, no. 6, pp. 2623–2640, Jun. 2021, doi: 
10.1021/acs.jcim.1c00160. 

[40] G. A. Pradipta, R. Wardoyo, A. Musdholifah, I. N. H. Sanjaya, and M. Ismail, “SMOTE for handling imbalanced data problem : a 

review,” in 2021 Sixth International Conference on Informatics and Computing (ICIC), IEEE, Nov. 2021, pp. 1–8. doi: 
10.1109/ICIC54025.2021.9632912. 

[41] S. Szeghalmy and A. Fazekas, “A comparative study of the use of stratified cross-validation and distribution-balanced stratified 

cross-validation in imbalanced learning,” Sensors, vol. 23, no. 4, Feb. 2023, doi: 10.3390/s23042333. 
[42] F. Garcea, A. Serra, F. Lamberti, and L. Morra, “Data augmentation for medical imaging: a systematic literature review,” Computers 

in Biology and Medicine, vol. 152, Jan. 2023, doi: 10.1016/j.compbiomed.2022.106391. 

[43] B. Alhijawi and A. Awajan, “Genetic algorithms: theory, genetic operators, solutions, and applications,” Evolutionary Intelligence, 
vol. 17, no. 3, pp. 1245–1256, Jun. 2024, doi: 10.1007/s12065-023-00822-6. 

[44] A. V. Paska and K. Kouter, “Machine learning as the new approach in understanding biomarkers of suicidal behavior,” Bosnian 

Journal of Basic Medical Sciences, Dec. 2020, doi: 10.17305/bjbms.2020.5146. 
[45] C. Su, Z. Xu, J. Pathak, and F. Wang, “Deep learning in mental health outcome research: a scoping review,” Translational 

Psychiatry, vol. 10, no. 1, Apr. 2020, doi: 10.1038/s41398-020-0780-3. 
 

 

BIOGRAPHIES OF AUTHORS 

 

 

Corrine Francis     is a postgraduate student at the Faculty of Cognitive Sciences and 

Human Development Universiti Malaysia Sarawak (UNIMAS). She holds a B.Sc. Hons. degree 

from UNIMAS. Her research focuses primarily on cognitive science, artificial intelligence, and 

neural networks. She can be contacted at email: 21020350@siswa.unimas.my or 

corrinefrancis93@gmail.com. 

  

 

Abdulrazak Yahya Saleh Al-Hababi     is a senior lecturer at the Faculty of 

Cognitive Sciences and Human Development Universiti Malaysia Sarawak (UNIMAS). He 

received his Ph.D. from Universiti Teknologi Malaysia, M.Sc. and B.Sc. from University of 

Science and Technology, Yemen. His research is mainly on cognitive science, artificial 

intelligence, neural networks, spiking neural networks, brain modeling, optimization methods, 

multi-objective optimization algorithms and machine learning techniques and their applications. 

The current focus of his research is on deep learning applications and challenges in big data 

analytics. He can be contacted at email: ysahabdulrazak@unimas.my. 

 

https://orcid.org/0009-0004-3819-9032
https://scholar.google.com/citations?user=KBIHAV4AAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=58883869800
https://www.webofscience.com/wos/author/record/KFQ-5578-2024
https://orcid.org/0000-0003-4485-9901
https://scholar.google.com/citations?user=QleFr54AAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=57349859500
https://www.webofscience.com/wos/author/record/O-7883-2018

