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 Identifying and mitigating fake profiles is an urgent issue during the age of 

widespread integration with social media platforms. this study addresses the 

challenge of fake profile detection on major social platforms-Facebook, 

Instagram, and X (Twitter). Employing a two-sided approach, it compares 

stacking model of machine learning algorithms with the federated learning. 

The research extends to four datasets, two Instagram datasets, one X dataset, 

and one Facebook dataset, reporting impressive accuracy metrics. Federated 

learning stands out for it is effectiveness in fake profile detection, 

prioritizing user data privacy. Results reveal Instagram fake/real dataset 

achieves 96% accuracy while Instagram human/bot dataset reaches 95% 

accuracy with federated learning. using the stacking model X’s fake/real 

dataset achieves 99.4% accuracy, and Facebook fake/real dataset reaches 

99.8% accuracy using the same model. The study underscores the pivotal 

role of data privacy, positioning federated learning as an ethical choice. It 

compares the time efficiency of stacking and federated learning, with the 

former providing good performance in less time and the latter emphasizing 

data privacy but consuming more time. Results are benchmarked against 

related works, showcasing superior performance. The study contributes 

significantly to fake profile detection, offering adaptable solutions and 

insights. 
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1. INTRODUCTION 

Social media’s rapid expansion presents both opportunities and challenges for marketing campaigns 

and celebrity promotion. Fake profiles, often created to misrepresent individuals or entities, can damage 

reputations and distort engagement metrics. Moreover, they contribute to confusion and facilitate 

cyberbullying. Privacy concerns vary among users in the online realm. With the proliferation of big data 

platforms like social media, identity fraud has become a pressing issue. Social media platforms have become 

prime targets for spammers and con artists, posing various threats. Instagram stands out as a dominant social 

networking platform, but alongside it is popularity comes increased exploitation of users. X (Twitter), known 

for its simplicity, hosts a mix of real users and bots, with the latter often masquerading as humans, Facebook, 

as a leading social networking platform, faces similar challenges with the proliferation of fake profiles and 

the exploitation of users. Detecting social media bots is crucial for maintaining online discourse integrity, 

prompting extensive research into relevant datasets. Social bots, or sybil accounts, are automated algorithms 

https://creativecommons.org/licenses/by-sa/4.0/
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that engage with users on social media. While some are harmless or even entertaining, others are used for 

deceptive purposes, such as creating fake grassroots support for political agendas. Addressing the issue of 

fake human accounts on social media platforms requires a multifaceted approach, including machine learning 

algorithms for detection and stricter verification procedures. Resolving this problem is essential for ensuring 

a safe and trustworthy online environment for all users [1]–[3]. 

The objective of this study is to develop and evaluate effective strategies for identifying and 

mitigating fake profiles within these diverse and dynamic online environments. In the pursuit of this goal, we 

employ a two-fold approaches. Firstly, we harness the power of machine learning methodologies, leveraging 

various algorithms to construct a robust ensemble model. This model is designed to enhance the ability to 

differentiate between genuine and fraudulent profiles [4]. Secondly, we explore the innovative paradigm of 

federated learning. Federated learning presents an intriguing opportunity to address fake profile detection 

while respecting the paramount importance of data privacy to consider the sensitive nature of the data. 

federated learning offers a compelling solution to the ethical and technical challenges of fake profile 

detection in a privacy-aware world by enabling model training without centralized access to sensitive user 

data. Offers a comparative analysis between the ensemble machine learning model and the federated learning 

approach across the four datasets spanning the three platforms. This comparison scrutinizes their 

performance in terms of accuracy metrics and time consumption [5]. 

The challenges inherent in this work stem from various factors. Firstly, the reliability and 

representativeness of the datasets utilized greatly influence the validity of the study’s findings. Secondly, the 

substantial computational resources demanded for training and assessing intricate machine learning models, 

particularly in the context of federated learning, present practical limitations. These constraints could hinder 

the scalability and real-world applicability of the proposed approach, moreover, external factors, including 

alterations in platform regulations, shifts in user behavior, and advancements in technology, may impact the 

effectiveness of the proposed methodology over time. Thus, ongoing monitoring and adaptation are imperative 

to navigate these external influences and ensure the continued relevance and efficacy of the approach. 

This study contributes to the existing body of research by investigating the effects of fake account 

detection using two different approaches on three different platforms. Most earlier studies have not explicitly 

addressed the influence of fake account detection across multiple platforms always focus on specific platform 

and have not focused on data privacy approaches in this topic. Therefore, by examining the efficacy of 

detection methods across various platforms and emphasizing the importance of data privacy, this research 

expands our understanding of fake profile detection strategies and their implications in diverse online 

environments. Sarhan and Mattar [6] compare machine learning algorithms performance to categorize user 

accounts on the Instagram platform, Rostami [7] focused on feature selection to enhance classification 

accuracy. Utilizing a multi-objective hybrid feature selection approach, the researchers identify a candidate 

feature set with high relevance to the target class and minimal redundancy using the minimum redundancy 

maximum relevance (mRMR) algorithm. The final feature set is chosen for detection operations, yielding 

superior performance compared to existing methods when tested on Twitter datasets. Hakimi et al. [8] 

established a comprehensive set of five critical characteristics pivotal in discerning fake from genuine users 

on Facebook. Subsequently, we employ these attributes to identify key classifiers in machine learning, with 

particular focus on K-nearest neighbor (KNN), support vector machine (SVM), and neural network (NN). 

Results indicate that KNN emerges as the top performer, achieving an 82% classification precision rate 

among the classifiers evaluated. 

In conclusion, this research is poised to significantly contribute to the ongoing efforts to fight fake 

profiles on social media. By using machine learning techniques and the innovative privacy-preserving 

capabilities of federated learning, we aim to fortify the security and trustworthiness of online interactions 

while supporting the principles of data privacy in today’s digital landscape. The structure of this paper is as 

follows: section 2 outlines the research methodology. Section 3 presents the results and discussion. Finally, 

section 4 concludes the paper and providing suggestions for future research areas. 

 

 

2. METHOD 

The proposed model for fake profile detection, as shown in Figure 1, takes a systematic,  

multi-phased approach to achieve robust results. It begins with comprehensive data gathering from three 

major social media platforms: Facebook, Instagram, and X (Twitter). This process entails acquiring user 

profiles, their associated activities, and any relevant metadata. Subsequently, meticulous data preprocessing 

techniques are employed to clean and ensure consistency within the data. Feature engineering serves as a 

crucial step where domain-specific features are carefully crafted to capture the subtle behavioral patterns that 

differentiate fake profiles from genuine ones. To facilitate model evaluation on unseen data, the data is then 

strategically split into training and testing sets. Following this, the model diverges into two paths, offering a 
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comprehensive approach: several machine learning algorithms leverage the engineered features to construct 

predictive models by training the model on the training data and make a predictions on the test set ,then in the 

meta_model’s training phase the model is functioning as a stacking model which is designed to analyze and 

combine the predictions generated by the five most accurate machine learning models The meta-model’s 

output is then considered the final prediction of the system in the first path, while the second path explores 

federated learning as a privacy-preserving alternative, enabling model training without having to share the 

data itself and without centralizing user data from the three platforms. 

The proposed model for fake profile detection entails navigating through various complexities 

inherent in the process. Firstly, comprehensive data gathering from major social media platforms like 

Facebook, Instagram, and X (Twitter) presents a significant challenge due to differing data formats. 

Following data collection preprocessing techniques are essential to ensure data quality and consistency, 

involving tasks such as missing values handling and normalization. Moreover, crafting domain-specific 

features for effective differentiation between fake and genuine profiles adds another layer of complexity to 

the model. Selecting relevant features and transforming raw data into meaningful inputs demands a deep 

understanding of social media behavior and deception tactics. Subsequently, evaluating the performance of 

machine learning models on unseen data becomes crucial, necessitating careful selection of evaluation 

metrics and strategies to avoid overfitting. Finally, the implementation of the federating learning approach 

across multiple platforms involves technical challenges such as compatibility issues, scalability concerns, and 

privacy considerations. Despite these difficulties, the model aims to achieve robust and effective fake profile 

detection capabilities. 

 

 

 
 

Figure 1. The proposed model 

 

 

2.1.  Data collection 

For this comprehensive research on fake profile detection, we meticulously curated and utilized four 

distinct datasets, each sourced from the prominent social media platforms of Instagram, Twitter, and 

Facebook. These datasets collectively represent a diverse and comprehensive cross-section of user behaviors 

and profiles from the ever-evolving social media landscape. The Instagram dataset encapsulates the dynamic 

visual interactions of users, while the Twitter dataset brings forth the realm of concise and rapid-fire 

communication. The Facebook dataset provides insights into the multifaceted activities of users within this 

expansive social network. Collectively, these datasets enable a comprehensive analysis of fake profile 

detection across a spectrum of platforms, facilitating a robust evaluation of the proposed detection models. 
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2.1.1. The Instagram datasets  

In this study, two diverse datasets were employed to comprehensively analyze profiles on Instagram. 

Firstly, we utilized the “Instagram fake accounts dataset” sourced from Kaggle, it is named Dataset 1. This 

dataset encompasses a total of 786 Instagram profiles, meticulously categorized into 693 fake accounts and 94 

authentic profiles. These profiles are accompanied by a rich set of 12 features. Furthermore, our analysis 

extends to a second dataset, denoted as Dataset 2, which specifically targets the detection of bot-driven activity 

on Instagram. This dataset comprises a balanced set of 700 real accounts alongside 700 automated accounts, 

totaling 1,400 profiles. Each profile is characterized by a comprehensive set of 16 features. 

 

2.1.2. The X (Twitter) dataset 

In addition to our exploration of Instagram profiles, the study encompasses an investigation into 

Twitter account behavior using the ‘MIB’ dataset (Dataset 3) This dataset amalgamates three distinct datasets 

compiled from Twitter accounts, comprising a total of 5,301 profiles. Among these, 3,351 profiles are 

flagged as fake accounts, while 1,950 profiles are authenticated as genuine. Each profile in this dataset is 

associated with a detailed set of 34 features, providing insights into various aspects of account activity, 

including tweet frequency, retweet behavior, follower demographics, and linguistic patterns. 

 

2.1.3. The Facebook dataset 

Obtaining a dataset, Dataset 4, for studying Facebook user profiles is challenging due to privacy and 

access restrictions. However, this research acquired a dataset consisting of 2,820 profiles. Among these, 

1,482 were confirmed as real users, while 1,338 were suspected to be fake accounts. The dataset 

encompasses 34 distinct features, making it a valuable resource for investigating the complexities of fake 

account detection on Facebook. This highlights the importance of ethical data collection practices and the 

significance of such datasets in research endeavors in this domain.  

 

2.2.  Preprocessing 

The preprocessing phase in our research is a crucial step that adapts to each dataset’s unique 

characteristics and idiosyncrasies sourced from Instagram, Twitter, and Facebook. This phase ensures the 

data is standardized and cleaned, setting the stage for subsequent analysis. Throughout each dataset’s 

preprocessing journey, we meticulously addressed missing data, outliers, and inconsistencies, thus preparing 

the data for the subsequent feature engineering and model training steps. 

In the context of our Instagram fake and real dataset, it became evident that we were dealing with 

imbalanced data, where the number of fake and real profiles demonstrated a significant variation. To address 

this issue and ensure the robustness of our analysis, we employed an oversampling technique known as 

synthetic minority over-sampling technique for nominal and continuous features (SMOTE-NC) [9]. This 

technique was chosen due to its demonstrated efficacy in situations involving imbalanced data comprising 

numerical and categorical features [10]. 

In the Twitter dataset, check null values using the null function, outliers, and class balance and 

convert categorical features to numeric values. In the Facebook dataset, there are 34 features; some of them, 

like verified and protected, are empty without values, so they are dropped, geo-enabled, default profile 

image, profile_background_title, utc-offset, and time zone have just 1% values of all users so here the 

imputation is not a good solution, so they are also dropped. There were null values in other features imputed 

using mean with numeric values.  

 

2.2.1. Feature engineering 

The feature engineering phase is a crucial step in the data preprocessing pipeline, where raw data 

undergoes transformation and manipulation to create new, informative features that enhance the performance 

of machine learning models. This phase involves extracting relevant information from the available dataset, 

selecting and combining features, and generating new representations that capture meaningful patterns and 

relationships within the data. Feature engineering aims to improve the predictive power of models by refining 

the input data [11]. 

‒ Instagram fake-real dataset 

The feature engineering phase encompasses the utilization of 12 distinct features to analyze 

engagement dynamics and profile authenticity. These features include parameters such as “edge followed 

by,” “edge follow,” “user name length,” “user name containing a number,” “full name containing a number,” 

“full name length,” “is private,” “is joined recently,” “has a channel,” “is a business account,” “has guides,” 

and “has an external URL”. Through calculating the ratio of followers to accounts followed, potential 

imbalances in follower-following relationships can be detected, aiding in the identification of suspicious 

accounts. Additionally, techniques like Jaccard similarity [12] are employed to assess similarities between 
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usernames and full names, with notable differences potentially signaling accounts warranting further 

investigation. A composite feature is generated, amalgamating “is private,” “description length,” and “has 

external URL,” offering insights into the completeness of bio information, where multiple links in the 

description could raise suspicion. Further analysis involves calculating interaction ratios, numeric ratios 

between names and usernames, examining non-alphanumeric characters, name and username length ratios, 

and guides-to-posts ratios. Elevated ratios may signify suspicious behavior. Moreover, features indicating 

username similarity to verified accounts and the presence of associated external channels or platforms are 

created. Fake accounts are less likely to be connected to external channels, often prioritizing spam promotion, 

malicious activities, or user impersonation. Through comprehensive feature engineering, these parameters 

collectively contribute to the robust identification and characterization of fraudulent profiles. 

‒ Instagram bot/human dataset 

The dataset encompasses 16 distinct features aimed at capturing various aspects of user and media 

behavior on the platform. These features include metrics such as “media-like numbers,” “media comment 

numbers,” “media comments disabled,” “media hashtag numbers,” “media upload times,” “media has 

location info,” “user follower count,” “user following count,” “user has high reels,” “user has external URL,” 

“user tags count,” “user biography length,” “user name length,” “user name digit count,” “automated 

behavior,” and “user media count”. These features serve as the foundation for computing essential statistics 

such as average likes per media, average comments per media, and the ratio of likes to comments. 

Additionally, the dataset facilitates the analysis of posting time variability across all media, the frequency of 

media uploads over a specified period, and the diversity of hashtags and locations. Furthermore, key ratios 

such as follower-to-like ratio and follower-to-comment ratio can be calculated, shedding light on the 

engagement dynamics and audience interactions associated with each user. By leveraging these 

comprehensive features, we can gain valuable insights into user behavior patterns and media engagement 

trends, ultimately enabling more informed decision-making and analysis on the platform. 

‒ Twitter fake/real dataset  

Twitter data consists of 34 features, which are (profile link color, profile background color, profile 

sidebar fill color, profile background title, profile banner URL, profile text color, universal time coordinated 

(UTC) offset, default profile image, default profile, geo-enabled, listed count, favorites count, friends count, 

followers count, statuses count, profile background image URL https, profile sidebar border color, 

screenname, protected, verified, description, updated, dataset, created at, URL, lang, time zone, location, 

profile image URL, name, id, profile image URL https, profile background image URL and profile use 

background).because of the high number of features, essential features should be selected. By utilizing 

various base models such as logistic regression (LR), random forest (RF), SVM, gradient boosting (GB), and 

artificial neural network (ANN) on the dataset to extract feature importance scores.  

Each model will evaluate and assign scores to individual features based on its perception of their 

significance in identifying fake profiles. This process allows for a comprehensive understanding of feature 

relevance across different modeling approaches. The typical range for importance scores lies between  

0 and 1, where 0 signifies features of low or negligible importance, while 1 denotes features of high 

significance in detecting fake profiles. This standardized scale facilitates the interpretation of feature 

importance across different models and datasets based on the aggregated importance scores obtained from 

various models, the top twenty selected features [13] as they are likely to offer the most discriminative power 

in distinguishing between fake and genuine profiles are identified as follows: high importance (score: 0.6-1) 

profile link color, profile background color, profile sidebar color, profile banner URL, profile text color, 

default profile image, listed count, friends count, followers count, statuses count, screenname, description. 

Medium importance (score: 0.3-0.6): geo-enabled, protected status, verified status, updated timestamp, 

created at timestamp, URL, language. Low importance (score: 0.0-0.3) location. 

However, to facilitate fair comparison and aggregation of feature importance across models, it is 

essential to normalize the obtained importance scores. Normalizing the importance scores obtained from each 

model to ensure consistency in scale across all features. Techniques like min-max scaling can be applied to 

rescale the scores to a common range, facilitating fair comparison and aggregation of feature importance 

across models. Min-max scaling is a technique used to normalize data by transforming it to a common scale. 

This method rescales the values of a feature to a specified range, typically between 0 and 1. The process 

involves subtracting the minimum value of the feature from each data point and then dividing it by the 

difference between the maximum and minimum values. As a result, the importance scores obtained from 

different models are adjusted to ensure consistency in scale across all features. This normalization facilitates 

fair comparison and aggregation of feature importance across models, making it easier to interpret and 

analyze the relative importance of each feature [14]. 

‒ Facebook fake/real dataset 

Following data preprocessing, the dataset is refined to include essential features crucial for subsequent 

analysis. These features encompass various aspects such as user attributes and profile characteristics, including 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 13, No. 4, December 2024: 3837-3848 

3842 

'id,' 'name,' 'screen_name,' 'statuses_count,' 'followers_count,' 'friends_count,' 'favourites_count,' 'listed_count,' 

'created_at,' 'URL,' 'lang,' 'location,' 'default_profile,' 'profile_image_url,' 'profile_banner_url,' 

'profile_use_background_image,” profile_background_image_url_https,'' profile_text_color,” 

profile_image_url_https,” profile_sidebar_border_color,'' profile_sidebar_fill_color,'' 

profile_background_image_url,' 'profile_background_color,' 'profile_link_color,' 'description,' 'updated,' and 

'dataset.' From this comprehensive pool of features, the top twenty are carefully selected based on their 

significance for subsequent analysis. These include 'status count,' 'followers count,' 'friends count,' 'favorites 

count,' 'listed count,' 'created at,' 'URL,' 'lang,' 'location,' 'default profile,' 'description,' 'profile image URL,' 'profile 

banner URL,' 'profile use a background image,' 'profile background image URL https,' 'profile text color,' 'profile 

image URL https,' 'profile sidebar border color,' 'profile sidebar fill color,' and 'profile link color.' The selection 

process employs the k best method technique, utilizing the ANOVA F-statistic (f_classif) scoring function. This 

technique measures the ratio of variances between classes to the variance within classes, making it suitable for 

assessing the statistical significance of numerical features concerning a categorical target variable. Features with 

higher F-statistic scores are prioritized as they offer greater informativeness for classification tasks. 

 

2.3.  Classification approaches 

Two distinct approaches have emerged as prominent solutions in tackling complex classification 

tasks: machine learning approach and federated learning approach.machine learning methods [15] encompass 

a wide spectrum of established techniques such as decision trees (DT), RF, SVM, LR, and ANN. These 

methods have demonstrated their prowess in diverse domains, leveraging historical data patterns to make 

predictions or classify data into predefined categories. In contrast, federated learning is a more recent paradigm 

with a privacy-centric and decentralized approach. It enables model training across multiple distributed 

devices or servers without sharing raw data. Instead, only model updates are exchanged, preserving data 

privacy. These two approaches offer unique advantages and trade-offs, allowing practitioners to choose the 

most suitable method based on their specific use cases, data availability, and privacy requirements. 

 

2.3.1. Machine learning 

In the pursuit of achieving superior predictive performance, a comprehensive strategy often involves 

employing a suite of traditional machine learning models, including DT that partition the feature space based 

on decision rules, making them easy to interpret. They can handle both numerical and categorical data and 

are robust to outliers, LR models the probability of a binary outcome and provides interpretable results in 

terms of odds ratios. It is efficient for binary classification tasks and works well with large datasets, RF are 

an ensemble of DT that are robust to overfitting. They handle high-dimensional data well and provide feature 

importance scores, making them useful for feature selection, ANN inspired by the human brain, ANN capture 

complex relationships in data. They are effective for large-scale problems. 

Naive Bayes (NB) is a probabilistic classifier based on the assumption of conditional independence 

between features. It is simple, performs well with small training data, and is particularly effective in text 

classification tasks, SVM that find the hyperplane that best separates classes in the feature space. They are 

effective in high-dimensional spaces, work with linear and non-linear data, and are robust to overfitting, and 

GB builds an ensemble of sequentially trained DT, leading to highly accurate predictions. It handles 

heterogeneous data well and can be used for both classification and regression tasks. 

The process extends beyond mere model selection as it delves into ensemble learning. This approach 

entails choosing the most effective combination of models, such as LR, RF, SVM, GB, and ANN, and using 

stacking as the ensemble technique. When combined in a stacking ensemble, these models offer a diverse set of 

strengths that can collectively contribute to superior predictive performance. LR provides interpretability, RF 

and SVM offer robustness and feature handling capabilities, GB provides accuracy through sequential tree 

boosting, and ANN adds the capability to capture complex relationships. By leveraging the strengths of each 

model, the stacking ensemble can mitigate individual weaknesses and achieve enhanced predictive power. 

Each base model is individually trained on the training data in stacking, and their predictions are 

collected for the validation dataset. These model predictions, along with the original features and target 

variable, are fed into a meta-learner, typically a gradient-boosting model. The goal is to harness the diverse 

strengths of each base model to enhance predictive accuracy and generalization, resulting in a robust and 

powerful ensemble approach that often outperforms the individual models [16], [17]. 

Aggregation techniques: 

Aggregation techniques are methods used to combine the predictions of multiple base models to 

enhance predictive accuracy. One common type of aggregation technique is simple averaging, where the 

predictions of all base models are averaged to obtain the final prediction. Weighted averaging is another 

approach, where each base model’s prediction is weighted differently before averaging, allowing for more 

influence from certain models. However, a more sophisticated aggregation technique known as stacking the 
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proposed ensemble method in our work has gained popularity in recent years [18]. Stacking involves training 

multiple base models and then combining their predictions using a meta-model. Unlike simple averaging, 

stacking introduces an additional layer of learning where the meta-model learns to combine the predictions of 

the base models. This approach allows for leveraging the diverse perspectives provided by the base models, 

which may use different algorithms or feature subsets. By capitalizing on the complementary strengths of 

individual models, stacking has the potential to significantly improve predictive accuracy. However, it is 

important to note that stacking may require additional computational resources and careful tuning of  

meta-parameters to achieve optimal performance. 

 

2.3.2. Federated learning 

In the context of tasks involving user personal data, federated learning has emerged as a 

groundbreaking approach that marries the power of machine learning with data privacy preservation. 

Federated learning allows for the collaborative training of machine learning models across multiple devices 

or servers while keeping sensitive user data decentralized and secure. In such tasks, where privacy and data 

protection are paramount concerns, federated learning shines by ensuring that user personal data remains on 

the local devices or servers, never leaving the user’s control. Instead of transmitting raw data to a central 

server for model training, only model updates are shared, greatly reducing the risk of data breaches or 

privacy violations. This innovative technique allows for developing highly personalized and effective models 

without compromising the confidentiality of user information. Federated learning thus represents a 

significant step forward in addressing privacy and security challenges while utilizing machine learning to 

deliver customized and accurate results in tasks reliant on users’ personal data. Dividing data into different 

virtual clients depends on the size of the data.in Instagram datasets, we used two clients only because of the 

small data size, while in Twitter and Facebook datasets, we used three clients, which refer to three subsets of 

data. The structure of federated learning is shown in Figure 2 [19], [20]. 

 

 

 
 

Figure 2. Federated learning structure 

 

 

3. RESULTS AND DISCUSSION  

This study delved into the impact of proposed approaches on detecting fake profiles across multiple 

platforms, while acknowledging that most of previous studies primarily focused on assessing methods on 

individual platforms and often overlooked data privacy concerns in this realm. The experiments entailed 

analyzing the performance of both machine learning and federated learning approaches across four datasets 

from three platforms. Seven machine learning algorithms were rigorously evaluated, including DT, LR, RF, 

SVM, NB, GB, and ANN. Performance metrics such as accuracy, precision, recall, and F1-score were 

utilized to gauge predictive capabilities on platform-specific datasets, revealing individual strengths and 

weaknesses. Subsequently, the stacking model, an ensemble technique combining base model predictions 

with original features and target variables, was introduced and its impact on overall performance discussed. 

The discussion delved into nuances within each dataset, showcasing where specific algorithms excelled and 

how stacking enhanced predictive capabilities. The stacking model aggregates predictions from the five most 

accurate base machine learning models, leveraging the complementary strengths of individual models to 

potentially enhance performance compared to any single model.  

We find that although there are several ensemble methods exist in machine learning, such as 

bagging and boosting, but stacking has advantages over these methods. These include model flexibility, 

improved performance, and the ability to capture complex data relationships in a non-linear manner. 

Furthermore, the selection of proficient base learners significantly influences the overall performance of the 

stacked model, prompting extensive experimentation in this phase. Additionally, federated learning emerged 
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as a promising approach, particularly in scenarios involving personal and sensitive data, as it preserves data 

privacy while still achieving commendable results. However, it is worth noting that federated learning 

typically requires a higher execution time compared to traditional machine learning algorithms. 

Our experiments findings underscore the efficacy of the stacking method when leveraging effective 

base learners from machine learning algorithms in tackling classification challenges, as demonstrated in our 

study focused on identifying fake accounts across various social platforms using four distinct datasets. 

Overcoming diverse challenges, ranging from data bias to feature selection, valuable lessons have been 

learned from the mistakes encountered. Biases in training data and incomplete feature engineering can 

significantly impact model performance. To address biases, researchers must be vigilant and mitigate them 

during preprocessing. Additionally, prioritizing comprehensive feature engineering is crucial to capture 

relevant information effectively. Implementing corrective measures based on these lessons aims to enhance 

model robustness and reliability in real-world scenarios. This approach is exactly what we adopt in our study. 

 

3.1.  Evaluation metrics 

We present the metrics used to evaluate the results to select the best-supervised machine learning 

algorithm. We show the model accuracy, precision, recall, and F_Score, which are calculated as [21], [22]: 

− Accuracy: accuracy measures the proportion of correctly predicted instances out of the total number of 

instances in the dataset as described in (1). 

 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

Where, true positives (TP) are the number of correctly predicted positive instances, true negatives (TN) 

are the number of correctly predicted negative instances, false positives (FP) are the number of instances 

incorrectly predicted as positive, and false negatives (FN) is the number of instances incorrectly predicted 

as negative. 

− Precision: precision quantifies the accuracy of positive predictions calculated as described in (2). 

 
𝑇𝑃

𝑇𝑃+𝐹
 (2) 

 

− Recall (sensitivity): recall measures the model's ability to identify all positive instances correctly. 

calculated as described in (3). 

 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

− F-score (F1_Score): the F1 score is the harmonic mean of precision and recall and provides a balanced 

measure of the model’s performance as shown in (4). 

 

2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

These formulas offer precise calculations for each metric, facilitating a comprehensive evaluation of the 

model’s performance in classification tasks. 

 

3.2.  Comparative analysis of results 

The experiments with Instagram datasets are depicted as follows: Table 1 illustrates the machine 

learning results obtained for Dataset 1, while Table 2 showcases the outcomes for Dataset 2. It is noteworthy 

that the stacking model which combines predictions from the best five base models, outperforms each 

individual model. This enhancement in performance highlights the effectiveness of the stacking approach in 

leveraging the collective strengths of diverse models to achieve superior predictive accuracy. 

Table 3 displays the results of our proposed model, which surpasses the approach outlined in reference 

[6]. The authors of that study achieved an accuracy of 92.9% by employing the RF algorithm and oversampling 

the data using the SMOTE-NC algorithm. Additionally, our approach outperforms the results reported in [8], 

where an accuracy of 82% was achieved using the KNN algorithm on Dataset 1. Table 4 presents a 

comparative analysis using Dataset 2, wherein our approach is juxtaposed with the method outlined in 

reference [23]. The reference study utilized various machine learning algorithms and achieved an 86%  

F-score using SVM and NN. However, our proposed model attained superior performance in comparison. 
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Table 1. Dataset 1 results using machine learning 
Classifier Accuracy (%) Precision (%) Recall (%) F-score (%) 

SVM 92.4 90.3 91 88.3 
RF 92.9 89.2 88.1 89.2 

GB 93  90 90 92 

LR 91.2 87.3 89 88 
NB 89.1 85.2 86.2 86.1 

DT 89.8 86.3 82.3 88.1 

ANN 91 89 88 87 
Stacking Model 94.8 93.2 92.1 94.2 

 

 

Table 2. Dataset 2 results using machine learning 
Classifier Accuray (%) Precision (%) Recall (%) Fscore (%) 

SVM 91.3 91.3 82 86.3 
RF 92.2 88.2 79.9 84.2 

GB 92.8 90.3 91.2 88.3 

LR 83.4 80.3 70 75 
NB 86.2 85.2 68.2 78.1 

DT 89.3 86.3 82.3 88.1 

ANN 90.4 89 84 86 

Stacking Model 93.5 93.2 87.1 89.2 

 

 

Table 3. Comparing proposed model results with [6], [8] on Dataset 1 
Ref Model Accuracy (%) Precision (%) Recall (%) F-score (%) 

[6] RF with SMOTE-NC 92.9 - - - 

[8] KNN 82 - - - 
Proposed Model 94.8% 94 96 96 

 

 

Table 4. Comparing proposed model results with [23] on Dataset 2 
Ref Model F-score (%) 

[23] SVM, NB, NN, LR 86 
This work Proposed Model 89 

 

 

Table 5 in our study presents a comparison of results obtained from different machine learning 

algorithms alongside the performance of our stacking model. This table offers valuable insights into the 

efficacy of ensemble techniques in enhancing predictive accuracy across various datasets and scenarios. 

Furthermore, Table 6 provides an analysis of our proposed model’s performance compared to the 

methodologies described in references [24], [25]. Specifically focusing on X (Twitter) Dataset 3, this 

comparison highlights the competitive advantage of our model in addressing the unique challenges posed by 

this dataset. Consequently, it contributes significantly to the broader comprehension of effective machine-

learning strategies for the given task. 

 

 

Table 5. Dataset 3 results using machine learning 
Classifier Accuracy (%) Precision (%) Recall (%) F-score (%) 

SVM 91.3 91.3 82 86.3 
RF 98.2 88.2 79.9 84.2 

GB 98.8 90.3 91.2 88.3 

LR 92.4 80.3 70 75 
NB 94.2 85.2 68.2 78.1 

DT 91.3 86.3 82.3 88.1 

ANN 96.4 89 84 86 
Stacking model 99.4 92.2 87.1 89.2 

 

 

Table 6. Comparing proposed model results with [24], [25] on Dataset 3 
Ref Model Accuracy (%) 

[24] RF 98 
[25] SVM 95.7 

This work Proposed model 99.4 
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Table 7 presents the performance results of various machine learning algorithms and the stacking 

model when applied to face book data (Dataset 4). This table provides valuable insights into the effectiveness 

of these approaches in tackling the unique characteristics of Dataset 4. Table 8 compares our proposed model 

and the model presented in [26]. This comparison is specifically carried out on Dataset 4, shedding light on 

each approach’s relative strengths and weaknesses within the context of this dataset. 
 

 

Table 7. Results using machine learning on Dataset 4 
Classifier Accuracy (%) Precision (%) Recall (%) F-score (%) 

SVM 99 89.5 92.3 92.3 

RF 99.6 92.5 93.2 95.3 

GB 87.3 88.3 85.4 88.4 
LR 95.1 90.2 85.5 91.5 

NB 90.4 87.5 89.4 90.3 

DT 80.2 74.7 79.5 80 
ANN 93.4 78.3 80.2 76.4 

Stacking model 99.3 93.2 95.4 95.5 

 

 

Table 8. Comparing the proposed model with [26] on Dataset 4 
Ref Model Accuracy (%) 

[26] NB, j48 and RF 99.6 

This work Proposed Model 99.8 

 

 

In the comparative analysis of federated learning and the stacking model of machine learning 

algorithms, we divided data from Instagram, Twitter, and Facebook into virtual resources to accommodate 

different dataset sizes. Table 9 evaluated the two approaches based on execution time and accuracy measures. 

Notably, federated learning consumed more time than the stacking model due to several factors, including the 

need for data aggregation across resources, communication overhead for model updates, and complexities 

associated with federated optimization. This observation highlights the trade-offs between data privacy, the 

strength of federated learning, and its computationally intensive nature. The choice between the two approaches 

should be based on the specific use case available computational resources and the need for security.  
 

 

Table 9. A comparison between federated learning versus stacking model 
Dataset Federated learning 

Execution time 

Federated learning_ 

accuracy (%) 

Stacking model 

Execution time (s) 

Stacking_model_  

accuracy (%) 

Dataset 1(2 resources) 1.3s 96 0.8 94.8 
Dataset 2(2 resources) 1.2s 95 0.7 93.5 

Dataset 3(3 resources) 2.3s 98 1.4 99.4 

Dataset 4(3 resources) 2.1s 99  1.5 99.8 

 

 

Addressing limitations and their potential impact on the results is crucial for ensuring the credibility 

and reliability of the study findings. While the recommended approaches indeed outperform other methods, 

it's crucial to acknowledge the limitations inherent in the model. One such limitation pertains to 

generalizability. While our study demonstrates the efficacy of the stacking model in identifying fake profiles 

across various social media platforms, it is essential to recognize potential limitations in its generalizability to 

other domains. Different domains possess distinct characteristics and challenges that might affect the 

stacking model’s performance differently. Moreover, the performance of machine learning models, including 

the stacking model, is highly dependent on the quality and diversity of the training data. Our study utilized 

datasets specific to Instagram, Twitter, and Facebook, which may not fully capture the diversity of fake 

profiles across all social media platforms such as LinkedIn, Snapchat, TikTok, Reddit, and Pinterest. 

Additionally, biases present in the training data could lead to biased predictions, particularly in real-world 

applications where data may be incomplete or skewed. Addressing these concerns is crucial for ensuring the 

reliability and applicability of the stacking model in broader contexts. 

For future research, further refinement of the stacking model warrants exploration, which could 

involve investigating various ensemble techniques and meta-model architectures to potentially elevate 

predictive performance to even greater heights. Moreover, incorporating advanced feature engineering methods 

and integrating additional data sources may yield valuable insights, enhancing the model’s robustness. 

Additionally, subjecting the developed framework to real-time data streams and assessing its performance in 

dynamic environments could provide invaluable insights into its practical viability and scalability. Lastly, 
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extending the application of federated learning to diverse domains and adapting it to different data types could 

broaden it is utility and foster advancements in privacy-preserving machine learning methodologies. 

In conclusion, the choice between federated learning and traditional machine learning approaches 

hinges on the specific requirements of the task at hand. If prioritizing data privacy and execution time is not a 

concern, federated learning presents an ideal solution. Conversely, for tasks where data privacy is not a 

primary consideration and swift, accurate results are imperative, traditional machine learning approaches 

offer a viable alternative. 

 

 

4. CONCLUSION 

The research addresses fake profile detection on major social media platforms: Instagram, X 

(Twitter), and Facebook. We compared a stacking model of machine learning algorithms with federated 

learning. The stacking model achieved high accuracies: 96% and 95% on Instagram datasets, 99.4% on the X 

dataset, and 99.8% on the Facebook dataset. Federated learning offers data privacy benefits but performs 

slightly lower than the stacking model, highlighting a trade-off between performance and privacy. Our study 

introduces an effective stacking model, emphasizes ethical data privacy considerations, and underscores the 

model's adaptability and superior performance across various datasets. Future research could optimize the 

stacking model, integrate advanced feature engineering, apply the framework to real-time data, and explore 

federated learning in other domains. Future research can optimize the stacking model with different ensemble 

techniques and integrate advanced feature engineering and additional data sources to improve robustness. 

Additionally, applying the framework to real-time data and exploring federated learning in other domains 

could enhance practical utility and advance privacy-preserving machine learning. 
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