
IAES International Journal of Artificial Intelligence (IJ-AI) 

Vol. 14, No. 4, August 2025, pp. 3241~3252 

ISSN: 2252-8938, DOI: 10.11591/ijai.v14.i4.pp3241-3252      3241 

 

Journal homepage: http://ijai.iaescore.com 

Human sentiment analytics using multi-model deep learning 

approach 
 

 

Anil Kumar Muthevi1, Maganti Venkatesh2, Pallavi Gaurav Adke3, Rajashree Gadhave4,  

G. L. Narasamba Vanguri5, Thiruveedula Srinivasulu5 
1Department of Computer Science and Engineering, Aditya University, Surampalem, India 

2Department of Computer Science and Engineering (AIML), Aditya University, Surampalem, India 
3Institute of Artificial Intelligence, Dr. Vishwanath Karad MIT-World Peace University, Pune, India 

4Department of Computer Engineering, Pillai HOC College of Engineering and Technology, University of Mumbai, Mumbai, India 
5Department of Information Technology, Aditya University, Surampalem, India 

 

 

Article Info  ABSTRACT 

Article history: 

Received Feb 14, 2024 

Revised Apr 16, 2025 

Accepted Jun 8, 2025 

 

 For assessing human beings, the measurement of willpower and human 

emotions plays an important role because human beings are emotional 

creatures. Emotional analysis, also known as sentiment analysis, is the 

procedure of using natural language processing (NLP) and machine learning 

to determine the emotions expressed in speech, text, or other ways of 

communication. However, critical emotional analysis is limited to human 

interactions only. Human emotional artificial intelligence, or human 

sentimental analytics, a sub domain of NLP seeks to improve this 

understanding. The present study develops a model using multi-model deep 

learning (DL) approach which is capable of efficiently understanding human 

emotions and their intentions, closely mirroring human cognition. By 

extending emotional analysis beyond the traditional limits, this model will 

collect broad ranging data to uncover clear and hidden emotional details. 

The main intention of this paper is to build highly effective model which 

provides in-depth insights into human emotions, leading to logical 

conclusions depending on all available factors and reasons. The necessary 

input data for the current study will be collected from audio-visual media 

covering a vast range of audio and visual samples. 
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1. INTRODUCTION 

Emotions are truly mind-boggling elements that can change the entire meaning of a human 

conversation. Multiple types of emotions influence how we live and interact with other people. Sometimes, it 

appears that emotions are the ones in control of us. Our decisions, behaviors, and perceptions are all driven 

by the feelings people encounter in everyday life. Psychologists have made efforts to recognize the different 

kinds of sentiments people go through from the vast spectrum of human experience. Several distinct 

perspectives have emerged in an attempt to classify and represent the feelings that individuals possess.  

Paul Eckman proposed six basic emotions and stated that these are the most widely seen across all human 

cultures. These commonly recognized emotions include fear, surprise, disgust, happiness, sadness, and anger. 

These 6 emotions are considered the fundamental origin of many other emotions, except for those of 

neutrality and calmness. 

https://creativecommons.org/licenses/by-sa/4.0/
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Artificial intelligence (AI) is essentially the imitation of human natural cleverness in machines to 

perform tasks in a human-like manner. It involves designing a machine capable of thinking, handling 

everything from basic functions to complex processes, with varying levels of cognitive skill. Advancements 

in brain science have enabled the shift from artificial narrow intelligence (ANI) to artificial general 

intelligence (AGI), which allows machines to perform, think, and carry out tasks similarly to humans. 

Although AGI research remains decades away, basic human evaluations aid in refining the techniques used 

for replicating the human mind. This specific domain within AI, focusing on the analysis of human 

communication, is loosely termed as natural language understanding. 

Human emotional analytics is derived from a specific component of natural language processing 

(NLP). A wide array of human emotions needs to be categorized to determine the correct polarity, feeling, or 

intent behind a statement. NLP emphasizes interpreting text in human language to generate insights that 

assist in simplifying business decision-making. However, the human emotional spectrum is significantly 

more intricate. It primarily relies on visual cues, tone of voice, or spoken words. With the growing 

capabilities of AI and machine learning (ML), there is promising potential to develop a machine capable of 

identifying a user’s emotions. Is there any perfect and complete system for emotion detection? The answer 

for this question is the objective of this research is to build a highly efficient system that provides deep 

insights into human emotions, leading to logical conclusions based on all available factors and contextual 

reasoning. The necessary input data for this analysis will be sourced from audio-visual media, incorporating a 

diverse range of audio and visual samples. 

 

 

2. LITERATURE SURVEY 

Machine intelligence, which has always been considered a daydream since the early 1900s, aimed to 

enable computers to comprehend natural data. With the rise of many imaginary stories and movies, it 

appeared to remain a daydream until the early 1950s. That was the period when the foundations of AI were 

established. Figure 1 illustrates the different approaches to sentiment analysis. Research persisted, 

experimenting with diverse methods such as supervised ML and unsupervised ML, among others, in efforts 

to determine the polarity of a face in an image or to detect traces of polarity within a piece of text. 

 

 

 
 

Figure 1. Sentiment analysis and methods 

 

 

The starter of advanced concepts like artificial neural network (ANN) expanded the scope of 

emotion detection, enabling machines to work together more effectively with human users. Through the 

application of feature extraction and deep learning (DL) techniques, machines achieved significantly 

improved outcomes in analyzing facial expressions and word order polarity. Despite substantial 

advancements, extracting human-like results from multi-dimensional data remains underexplored. The fusion 

of visual and auditory content presents the potential to uncover insights that are imperceptible through 

independent processing. Processing intricate and complex inputs using basic conventional neural networks 

can be laborious. In such scenarios, deeply-fused networks can play a pivotal role in evaluating the depth of 

the data within the deep network. While deriving emotions from equivalent expressions is manageable, 

human emotions are inherently diverse and often defy simplistic classification scales. Mixed emotions and 

emotional fluctuations are unique to humans, as the most emotionally complex species. Understanding deep 
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and combined emotions based on their intensity adds another layer of difficulty, and classifying an entity 

accordingly becomes an even greater challenge. 

Over the years, sentiment analysis research has inspired researchers to develop a variety of systems 

to aid in analysis. Most of these systems are tailored to analyze a single type of content for sentiment 

classification within their specific domains. Estimation mining involves classifying unstructured data and text 

into negative, positive, neutral, and categories [1]. Significant advancements have been achieved in the fields 

of emotion and sentiment analysis through various ML techniques [2], [3]. Traditionally, sentiments are 

classified into two main categories positive and negative [4], [5]. Numerous ML techniques have been 

developed for sentiment classification, including stochastic gradient descent (SGD), which enables learning 

from classifiers based on non-differentiable loss functions, as presented by Bifet and Frank [6]. Another well-

known and effective algorithm is naïve Bayes, initially introduced by Thomas Bayes and later elaborated 

upon by Ciresan et al. [7]. Among supervised learning algorithms, support vector machine (SVM) is highly 

prominent [8]. While many tools and methods are available for sentiment analysis using ML, SVM 

consistently demonstrates superior accuracy and efficiency compared to other approaches, according to 

comparative studies in [9]‒[11], who thoroughly explored text and audio-visual cues for multimodal 

emotional analysis. As noted by Zhang et al. [12], emotion and sentimentality analysis both pertain to an 

individual's internal state, and only two notable methodologies for multimodal emotional analysis exist, as 

proposed by [13], [14]. Prior research in multimodal emotional analysis generally falls into two categories: 

one focusing on feature extraction from individual modalities, and the other on techniques to fuse features 

derived from multiple modalities. In 1970, authors in [15] [16] conducted comprehensive studies on facial 

expressions, concluding that universal facial expressions help in identifying emotions. They recognized anger, 

surprise, disgust, fear, sadness, and joy as six basic emotional categories. These categories effectively represent 

most facially expressed emotions. A seventh category, contempt, was later introduced by Ciresan et al. [7].  

Pak and Paroubek [17] developed the facial action coding system (FACS), which decodes facial language by 

breaking down expressions into a series of action units (AU). 

Recent investigation on speech-based sentiment analysis has focused on recognizing audio features 

like fundamental frequency (pitch), bandwidth, speech intensity, and duration, as explored by Chen [18]. 

Speaker-dependent approaches often yield better outcomes compared to speaker-independent ones. This is 

evident in the impressive results of Navas et al. [19], who achieved around 98% accuracy using Gaussian 

mixture models (GMM) and incorporating prosodic, vocal quality, and mel frequency cepstral coefficients 

(MFCC) as speech characteristics. However, speaker-dependent methods are impractical for applications 

involving a large user base. Visual sentiment examination based on text descriptions is effectively described 

by Ortis et al. [20].  

Text-based sentiment recognition is a rapidly growing field in NLP, drawing significant attention 

from both academic and industrial sectors. Traditionally, sentiment and emotion detection in text has relied 

on rule-based systems, bag-of-words models using expansive emotion or sentiment lexicons, as mentioned by 

Mishne [21]. Data-driven approaches leveraging large annotated datasets are also used, as described by  

Muthevi et al. [22] and Xia et al. [23]. 

According to Wei et al. [24], deep neural networks (DNN) have seen notable improvements in 

recent years, especially in optimization techniques, activation functions, regularization, pooling, and network 

design. Multi-column DNN introduced by Ahmad et al. [25] explored decision fusion, later expanded to 

include weighted averaging and adaptive methods based on input conditions by Matsumoto [26]. The current 

methodology takes a different route by deeply integrating features across multiple intermediate layers, 

concurrently learning the demonstration of base networks. Wang et al. [24] proposed a novel DL method 

deeply-fused nets centered on deep fusion. Data pre-processing techniques are comprehensively addressed by 

Ilyas and Chu [27], while Malley et al. [28] detail a variety of pre-processing methods. Modern sentiment 

analysis approaches using DL are described in [29], [30]. 

 

 

3. CONTRIBUTED WORK 

The previous approaches in this domain involved utilizing a variety of ML algorithms and logical 

rule removals on single, exact datasets to extract results. However, they presented several limitations that 

could not be resolved due to a restricted perspective on data features. These limitations include tone and 

subjectivity, communication context, polarity inference, sarcasm and irony, limited class labels, enslavement 

on dataset. To address the aforementioned limitations observed in earlier models, the current work aims to 

construct a new machine that overcomes certain shortcomings of prior failed methodologies. Consequently, 

we have adopted newly developed DL methods and neural network modules to capture essential data features 

that are often hidden or difficult to detect in conventional analysis. 
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3.1.  Databases used 

To build a machine capable of detecting various emotional aspects from AV data, we are 

constrained by the availability of suitable datasets. Several major sources have contributed relevant data, 

including: i) SAVEE: this dataset contains both audio and video recordings from four male actors using 

phonetically balanced, generic British English sentences to represent various emotions across multiple 

repetitions; ii) RAVDESS: this dataset includes 24 participants (12 female and 12 male), who articulate 

lexically-matched phrases in a neutral North American accent; iii) TESS: this comprising recordings from 

two female actors one younger and one older this dataset portrays a variety of emotions with neutral 

emotional intensity using generic statements; iv) YouTube: a global video-sharing platform offering 

thousands of videos from various categories, contributed by diverse users and organizations across the web; 

v) FER 2013: this is a visual dataset featuring facial expressions of male and female actors, collected from 

films and other resources, depicting multiple emotional states; and vi) Google News Vectors: this resource is 

part of Google’s code project, containing a vast dictionary of English vocabulary and terms, intended for 

classifying textual content into precise groups. These datasets vary in content, covering audio, video, facial 

expressions, and textual vectors, and provide essential resources for detecting multiple emotional states. 
 

3.2.  Data pre-processing 

The data obtained from these extensive datasets and manually gathered sources is initially 

unstructured and mixed in content. Therefore, to ensure usability, it is essential to organize and normalize 

this data. Datasets undergo pre-processing functions to categorize data by emotional type, gender (e.g., male 

or female voice), and to reformat them using specific identifiers. This facilitates diversity handling and 

classification efficiency. The preferred dimensional standards are maintained to be lossless, minimizing 

information loss and maximizing feature extraction. All collections are transformed into structured formats to 

ensure emotional attributes are retained distinctly. However, the heterogeneity of the data still poses a 

challenge, necessitating standardized rule sets for smoother neural network training. In the same way, only 

consistent data visuals that offer rich feature sets are included, while inconsistent or misleading data units are 

filtered out using several classifiers to ensure uniform correctness. 
 

3.3.  Proposed method 

Primary aim of this study is to create a structure accomplished of integrating multiple sentiment 

analysis modalities into a unified outcome using DL neural networks. Multimodal input data is considered in 

this process, where each modality is individually analyzed and their outcomes are combined to yield a 

comprehensive sentiment conclusion. This approach enhances sentiment reliability and uncovers additional 

data characteristics. The CNN performs on par with human experts across tasks, demonstrating the ability to 

detect sentiment polarity and classify emotions with a competence level comparable to human judgment. 

Neural network models differ significantly from traditional ML techniques such as SVM, Naïve Bayes, and 

linear regression, offering improvements in areas where earlier models faltered. 
 

3.3.1. Data discrimination 

The audio and visual data is processed through three separate modules focused on tone, video, and 

text. Data segregation here refers to isolating each modality rather than combining multiple types. We extract 

audio tones, visual cues from videos, and text transcribed from audio, assigning corresponding  

tension-weight levels. This segmentation process is depicted in Figure 2. 
 

 

 
 

Figure 2. Separated data distributed to individual neural nets 
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To ensure a structured methodology and adaptability for future research modifications, the 

algorithmic progression is outlined as follows: 

‒ Step 1: the proposed system extracts multimodal features from videos, each depicting a unique scenario. 

These features include a sequence of video frames, an audio signal in WAV format, and text obtained 

through audio transcription. 

‒ Step 2: facial expression and emotion recognition techniques are applied to the video frames to extract 

visual emotional features. 

‒ Step 3: the audio signal is analyzed to obtain relevant acoustic features, identifying speech instances and 

extracting components like voicing probability, tonality, and the main frequency of speech variations. 

‒ Step 4: the audio data is further processed to drill-out only the transcribed textual content. The 

segregated outputs from all three modules are then forwarded to pre-processing units. 

These modalities, the audio, visual, and textual modalities (i.e., multiple media sources), are each 

handled by dedicated pre-processing units tailored to their specific type. These units perform individual 

operations such as data cleaning and conversion. They are subsequently linked to separate neural networks. 

 

3.3.2. Visual processing 

We employ the Haar cascade classifier from Open CV’s computer vision modules to detect faces in 

the visual data. To reduce the dimensional complexity associated with RGB color storage, the extracted 

frames from input videos are converted to greyscale. Detecting edges and boundaries in colored visuals is 

notably more complex; hence, greyscale conversion retains intensity levels and enhances classifier 

performance, while ensuring no bias is introduced, irrespective of the subject’s race. 

After the transformation, facial key points are detected and the visual is segmented to isolate 

features specific to the intended individual. The face coordinates obtained are mapped to produce a 

segmented image, minimizing interference from external elements that could introduce unintended noise 

during analysis. Upon completion of feature extraction, the segmented visual is transformed into a 

multidimensional array that preserves pixel-level data, which is subsequently fed into the neural network. 

A sequential model is employed, with characteristic values and forms configured to initialize it for 

visual data processing. The model comprises multiple layers involving pooling and dropout iterations to 

retain optimal features and eliminate weak connections. Activation functions used in this phase include 

rectified linear unit (ReLU) and SoftMax. These were selected based on their effectiveness for our specific 

task. The ReLU is a piecewise linear activation function that returns the input itself when it is positive, and 

zero when it is not. The resulting vector is an intermediate representation stored for further processing by 

deeper network layers. 

 

3.3.3. Tonal analysis 

Traditional emotion recognition techniques employ NLP to analyze the semantics of words and 

phrases, then assess sentiment accordingly. However, language is inherently complex, and such conventional 

analysis often overlooks nuances like regional dialects, tone, pitch and volume. Hence, we propose a system 

that not only analyzes the content of speech but also its delivery. Audio features are derived from each 

segmented portion of the videos using a 48 kHz sampling rate and a 100 ms sliding window, allowing for the 

capture of fine-grained details. To normalize the audio data, Z-standardization is applied, enhancing the 

visibility of diverse acoustic features for further analysis. The speech waveform is then transformed into a 

parametric symbolic representation, which reduces the data rate and facilitates efficient downstream 

processing. The effectiveness of classification relies heavily on the distinctiveness and quality of these 

extracted features. For this purpose, we utilize MFCC. The formula for calculating the mel frequency for a 

given input frequency is (1) and MFCCs are computed using the (2). 

 

𝑀𝑒𝑙(𝑓) = 2595 × 𝑙𝑜𝑔10(1 + 𝑓/700) (1) 
 

Here, Mel(f) is the frequency in mels and f is the frequency in Hz. 

 

Ĉ𝑛 = ∑𝑘 = 1𝑛(log Ŝ𝑘) × cos⁡[𝑛(k − 1/2)π/k] (2) 

 

Where k is the number of mel cepstrum coefficients, Ĉₙ is the final MFCC coefficient, and Ŝₖ is the output of 

the filter bank. 

The MFCC data is compressed into 13 coefficients, representing the frequency spectrum from 20 Hz 

to 22 kHz. These coefficients correspond to specific frequency regions, with their intensities visualized 

through varying color depths at mapped coordinate points. The LibROSA library is used to convert stereo 

audio into mono while maintaining the original sampling rate, ensuring that essential audio characteristics are 

preserved. The extracted MFCC features are then structured into an n-dimensional array and organized into a 
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data frame. After completing MFCC segmentation and feature extraction, the dataset is prepared for input into 

neural network models. Another sequential model is used for tonal information processing. Model values and 

shapes are appropriately configured. This network undergoes numerous iterations of pooling, convolution, 

dropout, and flattening to enhance feature recognition in hidden layers and remove inconsistent data links. 

Activation functions used again include ReLU and SoftMax, applied across multiple layers  

to evaluate each node connection. A small learning rate is used as a hyperparameter to ensure the neural 

network learns gradually, improving its ability to detect tone-dominant features. Optimizers used include  

root mean square propagation (RMSprop) and Adam, selected through one-vs-one comparison to determine 

the optimal choice per scenario. The output is an intermediate data vector stored for additional processing. 

Once the speech segments are identified, the extracted audio is passed through a speech-to-text module  

to recover the spoken content. To construct a reliable textual analysis model, various grammatical and 

syntactic rules are applied, including subject noun rule, direct insignificant objects, negation, modifiers 

(adjectival, adverbial, participial), prepositional phrases, noun compound modifiers. These rules ensure that 

the resulting model maintains the integrity of the textual information while delivering consistent and 

meaningful predictions. The model outputs a vector, which forms another intermediate result ready for 

integration in the final fused neural network. 

 

3.3.4. Synthesis of tri-modal analysis 

This module focuses on feature-level fusion, combining information from textual, audio, and visual 

modalities. Multimodal fusion serves as a core element in any effective emotion detection system, 

significantly contributing to the improvement of agent–user interaction quality. A primary challenge in this 

domain lies in devising an effective strategy for integrating cognitive and functional information from diverse 

sources each characterized by unique temporal scales and data dimensions. 

As illustrated in Figure 3, two main fusion techniques are utilized: i) feature-level combination: this 

approach merges attributes from each modality into a unified joint vector before any classification step is 

undertaken and ii) decision-level combination: each modality is modeled and categorized separately.  

The individual results are then combined using established methods, such as expert rules or simple 

mathematical operations comprising summation, product, majority voting, and statistical weighting. Multi-

model analysis fusion can be observed in Figure 4. 
 

 

 
 

Figure 3. Fusion methods and types 
 

 

 
 

Figure 4. Fusion of multimodal analysis 
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In the current study, feature-level fusion was applied by combining the feature vectors from all 

modalities to construct a unified, extended feature vector. Additionally, decision-level fusion was applied 

across various emotional intents to examine how different analytical approaches perform when processed 

through the subsequent classifier module to obtain emotional descriptions. Feature vectors from each 

modality were also merged into a single feature stream in this study. The assumption that a simple fusion 

generating a resultant vector limited to a basic emotion set would increase machine assurance is a commonly 

drawn but mistaken conclusion from such analysis. However, the tri-modality approach introduces a broader 

perspective, enabling the detection of a wide range of emotional intensities expressed by human subjects. 

Humans, as inherently complex emotional beings capable of experiencing and expressing mixed 

emotions, offer a valuable foundation for utilizing this emotional model to explore deeper emotional states. 

The model’s depth depends on the intermediate support and confidence levels derived from the fusion 

process. Referencing Plutchik’s wheel of emotions, as depicted in Figure 5, we can identify diverse 

emotional spectrums and their influence, facilitating a more detailed emotional recognition process in 

humans, not merely capturing the emotional sequence but also interpreting the intent behind communicative 

expressions. Plutchik’s model serves as a framework for viewing emotional literacy through a more 

expansive lens. 

 

 

 
 

Figure 5. Plutchik’s wheel of emotions 

 

 

Utilizing the same tri-model outcomes, both behavioral irony and communicative irony can be 

identified to a significant degree. Thus, enhancing emotional literacy involves more than expanding 

vocabulary for emotions; it encompasses understanding the interrelationships among emotions and 

recognizing how they evolve over time. Leveraging the tri-model results, this work also demonstrates the 

potential to detect behavioral and communicative irony with greater precision. 

 

 

4. RESULTS AND DISCUSSIONS 

A Tkinter GUI application has been used to organize the implemented prototype and assess the 

performance of the deeply-fused neural network under different conditions. The introductory screen of the 

application allows users to easily locate and load the data intended for analysis, along with a report button to 

initiate the evaluation process. A screenshot of the report window is shown in Figure 6. 
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Figure 6. Performance of the deeply-fused neural network detailed report 
 

 

The machine demonstrated commendable performance when tested with a generic simulated dataset 

entity. However, this does not imply that real-time outcomes would necessarily yield the same level of 

accuracy. Therefore, to thoroughly evaluate the system, it was essential to collect complex data capable of 

producing critical analytical results. As a result, we selected cinemas and TV shows, where actors portray 

challenging emotional expressions on monitor. The machine successfully detected the anxiety experienced by 

the girl, who was simultaneously exhibiting signs of fear and sadness while reflecting on life without a lost 

loved one. It also accurately identified the individual as female, and determined that the word order used in 

her speech indicated no specific polarity dominance. Figure 7 presents samples of the enhanced visual and 

audio segmented data employed by the system. 
 

 

 
 

Figure 7. Samples of the enhanced visual and audio segmented data 
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This demonstrates how the machine was capable of handling challenging data and providing deeper 

insights into the overall emotional state of the individual. Advanced elements such as emotional wellness, 

behavioral irony, and wordplay detection were fine-tuned to extract uncommon and often unnoticed features. 

In the detailed report, every conclusion derived from the emotions of different segregated inputs was clearly 

documented. The report provides a precise evaluation of a person’s sentiment, successfully delivering a 

confidence factor for the resulting interpretation. It validates emotional feeling, polarity, tonal information, 

and intent of emotion, and irony all simultaneously. Table 1 shows types of emotional outputs. 

 

 

Table 1. Types of emotional outputs 
Entry Description 

Tri-modal result Presents the conclusion derived from analyzing all data modalities, including visual, audio, and spoken speech.  

Facial dominance Displays the predominant emotion expressed on the individual’s face in the visual. 

Facial recessive Displays a list of emotions expressed by the individual, excluding the most apparent ones, if any 

Tonal conclusion Provides the emotional inference derived from the speaker's voice and tone. 

Speech polarity Provides the polarity-based conclusion of the speech sentence spoken by the speaker. 
Vocal range Indicates whether the speaker’s voice resembles that of a male or female. 

Irony percentage Indicates the percentage of ironic content detected by the system throughout the analysis.  

Detailed report Provides a comprehensive summary of the analysis and the various factors derived from it. 

 

 

As a result, the model moves beyond traditional emotion classification, embracing emotion 

detection to more effectively interpret the rich and overlapping emotional patterns typically found in human 

behavior. Furthermore, the model is capable of assessing whether an individual in the input data is 

demonstrating emotional balance. Emotional balance is a vital aspect of mental health, and individuals with 

frequent fluctuations can be accurately detected by the machine. 

 

 

5. CONCLUSION 

The proposed system addresses several limitations encountered by prior singular models. One 

suggested improvement for achieving more precise results is to segment the media clips at natural pauses, 

separators, or sequence endings approximately every ~6 seconds and then process each segment in a 

sequential iteration, which enhances outcome accuracy. While the current model is still in its research phase, 

it is already capable of detecting a range of 40-50 different emotional states. The implementation of 

multimodal sentiment analysis to perform multidimensional emotion analysis could be revolutionary. 

However, this is not the upper limit of its potential. There are numerous applications for emotional state 

identification in humans. In today’s digital era where communication and reviews are shifting from purely 

textual content to rich media the proposed model can be used to analyze media content, influencing decisions 

in business, healthcare, and other sectors, driving progress at an entirely new level. Additionally, it can be 

employed for fraud detection, where individuals attempt to impersonate others, as even minor discrepancies 

in their emotional states can be detected by the enhanced system. It may also be integrated into the future of 

AI, contributing to the creation of intelligent personal assistants like the conceptual “Jarvis” tailored to 

individual users, recognizing their emotional states and interacting in a more human-like manner by 

understanding the subtleties of conversation. At present, the system’s functionality is restricted to the English 

language, since speech extraction and emotion interpretation are primarily executed in English. Furthermore, 

irony and wordplay differ significantly across languages and cultures. One of the future goals is to expand the 

system to support multilingual and multicultural detection. Currently, tonal data is based mainly on British 

and North American accents. Expanding the dataset to include other accents such as American, Indian, 

Australian, and German could significantly enhance the model’s adaptability and performance across diverse 

global populations. 
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