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ABSTRACT

The role of intelligent information retrieval systems in legal research optimiza-
tion has become increasingly recognized. There are many methods for exhibit-
ing advancements in the proficient retrieval of legal documents. However, those
methods fail to tackle the specific challenges encountered in real-world labor law
searches. This research breaks new ground in Vietnamese labor law retrieval by
leveraging a comprehensive dataset of 300,000 documents across diverse cat-
egories (20 document types and 27 legal fields) to train and evaluate retrieval
models specifically designed for Vietnamese labor law. Unlike previous ap-
proaches, this work goes beyond simple information retrieval. It also constructs
question & answer (Q&A) dataset specifically tailored to this legal domain. Be-
sides, this study introduces a novel approach of incorporating a legal ontology
built from the dataset itself. This knowledge infusion significantly improves re-
trieval performance across legal search tasks, as demonstrated through rigorous
experimentation. These advancements empower intelligent systems to grasp the
intricate semantic nuances of Vietnamese labor law.
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1. INTRODUCTION
The increasing of the complexity of legal documents creates a significant barrier for citizens trying

to navigate their legal rights and responsibilities [1], [2]. Many individuals lack the time or legal expertise
to decipher dense legalese, leaving them feeling powerless when facing legal issues [3], [4]. Traditional legal
assistance can be prohibitively expensive, further limiting access to justice. To empower individuals and bridge
this knowledge gap, an intelligent search system is required to provide prompt and accurate legal information,
directly addressing these critical needs [5], [6]. Intelligent retrieval systems are essential tools that empower
legal professionals to navigate massive amounts of legal information efficiently. Recent advances in natural lan-
guage processing (NLP) and machine learning have paved the way for more sophisticated legal search engines.
Nguyen et al. [7] proposed a recurrent neural network (RNN) to identify and label essential parts of Japanese
legal documents into two kinds. It improved bidirectional-long short term memory (Bi-LSTM)-conditional ran-
dom field (CRF) to recognize essential components that do not overlap and the multi-layer Bi-LSTM-CRF and
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BiLSTM-multi layer perceptron (MLP)-CRF to identify necessary overlapping components. The results of this
method outperformed others on the dataset in Japanese national pension law requisite-effectuation recognition.

The machine learning methods are also concerned with predicting court decisions based on legal
document retrieval [8]. Besides, pretrained language models like bidirectional encoder representations from
transformers (BERT) [9] have achieved state-of-the-art results on legal text retrieval tasks. However, the perfor-
mance of these intelligent systems depends heavily on the quality and size of the underlying training data. The
existing legal dataset used in [10] has limitations that constrain model capabilities. That dataset covers a narrow
domain of Vietnamese labor law, with only 23 documents and 618 question-answer pairs. Thus, expanding the
diversity and volume of legal texts is necessary to provide more robust training data. Moreover, BERT also cap-
tures semantic meaning effectively, there is many room to augment these models with knowledge graphs and
ontologies to inject legal domain expertise [11]-[13]. Combining neural networks with structured knowledge
sources can potentially improve retrieval accuracy further.

In this paper, a larger-scale Vietnamese legal dataset spanning diverse areas of law is constructed, and
the improvement of methods based on legal ontology [14] combining neural networks is proposed to implement
on this dataset. This study focuses on Vietnamese labor law [15], one of the popular and vital knowledge
domains for employees. Firstly, the standards of legal documents have been studied to crawl and normalise.
The structure for organizing the collected documents has been studied to be suitable with the consultancy in the
practice. Following the initial processing, the pipeline tackles the challenges of legal documents, often delivered
in HTML. After that, the question & answering (Q&A) dataset is gathered, incorporating cite references from
the legal corpus in each response. This indicates that the material was consulted on these sites to provide the
relevant response. The responses are categorized using multi-labeling or indices, resulting in a list of indices
corresponding to the content of each answer. Additionally, a method has been proposed for utilizing sentence
transformers in legal documents. Fine-tuning and adjusting the neural network weights are necessary to better
align with the Vietnamese legal context and achieve optimal results. The experimental results demonstrate that
the expanded dataset and knowledge-infused models lead to significant gains in retrieval performance across
different legal search tasks. The improved techniques advance the capability of intelligent systems to understand
the semantics of legal texts and better aid legal research.

The next section presents related work in the processing of legal documents. Section 3 introduces
the method for building datasets in legal documents and the method for utilizing sentence transformers in this
domain. The testing and experimental results are shown in section 4. The last section concludes this paper and
presents some future works.

2. RELATED WORK
Nowadays, there is an imperative to cultivate a heightened awareness of legal documents within the

entirety of the national populace. Presently, many methodologies are exhibiting advancements in the proficient
retrieval of legal documents [16]-[18]. In Vietnam, employees are affected by regulations within the constraints
of labor law 2019 [15] and law on employment 2013 [19]. As a result, it is critical to properly process legal
documents properly, facilitating easy access for employees to find information pertaining to their rights and
benefits.

Le et al. [10] proposed two-stage systems that allow users to search for legal information more ef-
ficiently and accurately. This research extracts a processed dataset containing questions and official answers
from Vietnamese labor law [15]. The dataset focuses on insurance for employees, such as social insurance,
health insurance, and unemployment insurance. The proposed method in this study is also evaluated for its
accuracy when compared to other baseline methods. However, the crawled dataset is too small to implement in
practice.

Unsupervised document clustering aims to automatically organize documents into groups based on
their inherent similarities. Within each cluster, documents exhibit a higher degree of thematic coherence than
documents from different clusters. Venkatesh [20] exemplifies this application by clustering legal judgments
through a two-step approach. First, hierarchical latent dirichlet allocation (hLDA) is employed to extract promi-
nent topics from the corpus. Subsequently, a similarity measure between these topics and individual documents
guides the clustering process. This methodology facilitates not only document organization but also enables
the generation of document summaries based on the identified topics. However, the accuracy of this method is
not high, it only is approximate 55%; thus, it very hard to apply in the practice.
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Approaches based on deep learning have attracted a lot of interest in solving the challenge of an-
swering questions. According to Van et al. [21], the problem is viewed as the extraction of answers using
a pre-trained RoBERTa, and the model output consists of the beginning and ending places within an input
sequence. Information retrieval (IR) models with varying variants in terms of sentence embeddings and doc-
ument databases were used by HUKB [22]. Nonetheless, these studies did not work on a standard dataset
for Vietnamese labor law. Nguyen et al. [23] used a similar method for medical texts. The authors built a
Vietnamese healthcare question answering dataset (ViHealthQA), including 10,015 question-answer passages,
in which questions from health-interested users were asked on prestigious health websites and answers from
highly qualified experts. They also proposed a two-stage QA system based on sentence-bidirectional encoder
representations from transformers (SBERT) [24] using multiple negatives ranking (MNR) loss combined with
BM25 [25].

Large language models exhibit proficiency in text generation, language translation, creative content
composition, and providing informative responses [26], [27]. These models demonstrate adaptability in ex-
ecuting diverse tasks related to the interrogation of legal documents, encompassing activities like discerning
pertinent documents, condensing document content, and extracting pertinent information [28]. The acquired
knowledge can subsequently be employed to address inquiries pertaining to legal documents within a knowledge
framework dedicated to legal documentation. This framework encapsulates insights such as the interpretation
of specific clauses or the ramifications of a judicial decision [29]. However, those models did not give accurate
answers to inputted questions.

These are motivations for doing these researches in this manuscript. Firstly, two datasets about the
Vietnamese labour law dataset and the Q&A dataset are built. After that, the labelling approach to improve
retrieval efficiency is proposed to rebuilt, normalise, and transform both datasets into a new form hierarchically.

3. THE METHOD FOR BUILDING DATASETS IN LEGAL DOCUMENTS AND UTILIZING SEN-
TENCE TRANSFORMERS

The method in this study is proposed based on the results in [10]. The proposed method makes
numerous changes to improve its performance, that is, retrieving the proper legal document to answer the input
question accurately. The scope of the legal datasets is broadened. In order to serve the experiment effectively,
the raw data were crawled, then processed, and datasets generated in a new structure. This section also describes
in further detail how the datasets were constructed and developed the proposed model.

3.1. A brief about legal document dataset
According to data crawled from the Vietnam legal library [30], presently encompasses approximately

300,000 legal normative documents spanning 20 different categories and encompassing 27 diverse fields. The
link of dataset is at https://link.uit.edu.vn/Aguyx. The essential attributes characterizing a legal normative doc-
ument include its nomenclature, document number, type, issuing agency, signatory, date of issuance, effective
date, promulgation date, and the promulgation act. A pivotal constituent of these documents is the table of
contents; however, it is noteworthy that not all documents incorporate this element, and no standardized format
exists for its inclusion. Commonly employed indices within the table of contents encompass parts, chapters,
sections, articles, clauses, and items. Data structure of a legal document are described as follows in two main
tables: Table 1 is a index table, and Table 2 is a document table.

A sample of the legal document is shown in Figure 1. In this figure, the red box represents a chapter,
the yellow box represents an article, the blue box represents a clause, and the green box represents a point.
Figure 1 shows the text content of a legal document with the visualization of its indices. Each color box in
the figure represents a different index type, such as section, chapter, item, article, clause, or point. The indices
are crucial for outlining the structure of the documents. The hierarchical nature of the indices is evident, with
each index type nested within another, reflecting the organizational structure of the document. The indices are
essential for efficient navigation and retrieval of specific sections in response to user queries.

3.2. Data processing
The data processing pipeline is designed to handle the complexities of legal documents, often pre-

sented in HTML format. The pipeline consists of two primary steps: HTML document handling and table of
contents generation via regex patterns. This systematic approach is essential for efficient information retrieval,
especially given legal texts’ complex and hierarchical nature.
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Table 1. Index table: contains detailed information about the structure and organization of legal normative
documents through various index entries

Field name Description
ID Unique identifier for each index entry
Index name The index entry’s title indicates the name of the section, chapter, or specific segment within the document.
Index type Categorizes the index entry by its structural role in the document, such as section, chapter, item, article,

clause, and point, to provide clarity on the organizational hierarchy.
Start position The position within the document where the content of this index entry begins, aiding in precise navigation

to the content’s start.
End position The position within the document where the content of this index entry concludes, marking the endpoint for

easy content delineation.
Parent ID The identifier of the parent index entry, if any, under which this entry is nested. This establishes a hierar-

chical structure among entries, reflecting their organizational relationship in the document.
Document ID The identifier for the associated document, linking this index entry to the specific document it belongs to,

ensuring accurate referencing within a collection of documents.

Table 2. Document table: contains information about legal normative documents
Field name Description
ID Unique identifier for the document.
Document title The title or name of the document.
Document number The unique document number or identifier.
Type of document The category or type of the document.
Place of issuance The location where the document was issued.
Signatory The person or authority signing the document.
Date of issuance The date when the document was issued.
Date of effect The date when the document comes into effect.
Date of official gazette The date when the document is published in the official gazette.
Official gazette number The number assigned to the document in the official gazette.
Text content of the document The textual content and details of the document.
Field/category of the document The field or category to which the document belongs.

Figure 1. Sample of legal document with index visualization: the red box represents a chapter, the yellow box
represents an article, the blue box represents a clause, and the green box represents a point

Step 1: HTML document handling. Firstly, the list of URL documents is crawled from the website
using Scrapy [31]. Scrapy is chosen for this work because it is a powerful and flexible web scraping framework
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that allows us to run multiple concurrent requests and handle the complexities of web scraping. After obtain-
ing the list of URL documents, Scrapy is used to crawl the content of each document from the list of URL
documents and save it to an HTML file.

Then the plain text is extracted from the content of each document using beautiful soup [32], a Python
library for pulling data out of HTML and XML files. The extracted plain text is then saved to a text file for
further processing. The next objective is the normalizing of it into standard form and hierarchical order. The
solution is to create and use comprehensive table content for each document to separate it into meaningful little
corpus hierarchically based on section, chapter, and item.

Step 2: table of contents generation via regex patterns. This is accomplished by utilizing regular
expressions (regex) to identify critical indices within the text, such as chapter titles and section headers. These
indices play a crucial role in outlining the structure of the documents. However, it is important to note that
this process is semi-automatic, as regex may not consistently identify all indices across different documents.
Due to the inherent variability in legal texts, manual adjustments are often required to ensure accuracy and
completeness. Table 3 provides a selection of regular expressions that can be used to locate indices within the
text.

Table 3. Regular expressions for identifying indices in the text
Regex Index Type Description

^(Phần thứ [\d\w]+.*)$ Section Matches indices in the format “Phần thứ <number or word> <content>".
^(Chương [\d\w]+.*)$ Chapter Matches indices in the format “Chương <number or word> <content>".
^(Mục [\dIVXLCDM]+.*)$ Item Matches indices in the format “Mục <number|Roman numeral> <content>".

^(Điều \d+.*)$ Article Matches indices in the format “Điều <number> <content>".
^(\d+\. .*)$ Item Matches indices in the format “<number>. <content>".
^(\w\).*)$ Point Matches indices in the format “<letter>). <content>".

3.3. Building the legal Q&A dataset

The Q&A dataset were extracted from the official portal of social insurance in Vietnam, known as
Vietnam social security (VSS). These sets consist of 19,330 pairs of questions and answers categorized into
various fields, as shown in Table 4. Each response includes cite references from the legal corpus (bold text in
Figures 2 and 3). It shows that the looking up material in those sites to obtain the appropriate response. From
here, the problem returns to multi-label classification. The answers were labeled using multi-label or indices,
forming a list of indices corresponding to the content of the respective answers. This allows law consultants
to easily identify the relevant legal documents for accurate responses. Additionally, the legal chunks extracted
from large legal documents, as described in section 3.1, were assigned these labels, matching their reference
indices. The label format is as follows:

[law id] > [level 0 index] > [level 1 index] > ... > [level n index].

The complete configuration of a Vietnamese question-answer pair and its labels is illustrated in
Figure 2 (the English version is shown in Figure 3). We only included data points where the answers were
referenced from legal texts. As a result, the actual dataset consists of 4,368 questions. To label the answers in
the legal Q&A dataset, we used label studio.

Table 4. Percentage of question types
Dataset # Percentage
Illness, maternity 22.9
ID of social insurance and health insurance 2.66
One-time social insurance payout 3.39
Unemployment insurance 5.88
Health insurance 5.95
Payment of social insurance, health insurance, unemployment insurance 11.1
Voluntary social insurance 18.2
Retirement, life insurance 20.5
Workplace accident, occupational disease 0.22
Other questions 9.2
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Figure 2. Format of the question and answer (Vietnamese)

Figure 3. Format of the question and answer (English)

3.4. The method for utilizing sentence transformers
The model’s initial training lacks a significant Vietnamese corpus, especially in specialized legal

text. Therefore, fine-tuning and adjusting the neural network weights to better align with the Vietnamese legal
context is necessary to achieve optimal results. This preparation involves the data for fine-tuning the model
is formatted as a JSON file [33], consisting of a list of examples structured as shown in Figure 4. The form
of JSON file is structured with triplets, where each triplet contains a “query" (the question), “pos" (content
that answers the question), and “neg" (content that does not answer the question), and "task_name" denotes the
documents’ name (this JSON file can contain multiple documents). These triplets are derived from synthetic
legal Q&A dataset, wherein for each Q&A pair, the question becomes the “query," the answer becomes the
“pos," and the “neg" is generated through a retrieval algorithm. For creating the dataset for fine-tuning, the
legal Q&A dataset is leveraged to generate examples for fine-tuning, specifically:

– For each Q&A pair in the dataset, the "query" becomes the question, and “pos" becomes the content of
the labeled indices from section 3.2.

– To generate "neg", the method for text chunking, as mentioned in Approach 1, is utilized to find the top
k contents. Then, we check which contents are not part of "pos"; these contents are considered "neg".

This process includes two main stages. Stage 1 is constituted of the fine-tuning process, named FTS1.
At this point, the “query", “pos," and “neg" are inputted into the pipeline, and apply the contrastive learning
technique to train the embedding model Intructor-base. This would alter the weights of the model intructor-base
to adapt to the Vietnamese legal framework and boost performance. After completing the fine-tuning, proceed
to Stage 2, where it is continued to generate a dataset comparable to the work in Stage 1. However, instead of
using basic algorithms term frequency-inverse document frequency (TF-IDF)/best match 25 (BM25) at [34],
[35], the fine-tuned embedding model from Stage 1 was employed to generate "neg" samples. They were used
as well in conjunction with “pos" and “query" to fine-tune the fine-tuned embedding model instructor base one
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more time. In this case, it is called FTS2. The fine-tuned embedding model is obtained at the end of each
stage and implemented to execute experiments and evaluations. Figure 5 depicts the detailed workflow of the
proposed method.

{ "query": [ "Represent the input question",
"big little lies season 2 how many episodes" ],
"pos": [ "Represent the relevant document for retrieval",
"Big Little Lies (TV series) series garnered several accolades. It received 16 Emmy Award nominations and won eight,
including Outstanding Limited Series and acting awards for Kidman, Skarsgård, and Dern. The trio also won Golden
Globe Awards in addition to a Golden Globe Award for Best Miniseries or Television Film win for the series. Kidman and
Skarsgård also received Screen Actors Guild Awards for their performances. Despite originally being billed as a miniseries,
HBO renewed the series for a second season. Production on the second season began in March 2018 and is set to premiere
in 2019. All seven episodes are being written by Kelley" ],
"neg": [ "Represent the irrelevant document for retrieval",
"Little People, Big World final minutes of the season two A finale, Farm Overload. A crowd had gathered around Jacob,
who was lying on the ground near the trebuchet. The first two episodes of Season Two B focuses on the accident and how
the local media reacted to it. The first season of Little People, Big World generated solid ratings for TLC (especially in the
important 18–49 demographic), leading to the shows̈ renewal for a second season. Critical reviews of the series have been
generally positive, citing the shows̈ positive portrayal of little people. Conversely, other reviews have claimed that the show
has a voyeuristic bend" ], }

Figure 4. JSON format of the question and answer sample

Figure 5. The workflow of the proposed method workflow

4. TESTING AND EXPERIMENTAL RESULTS
4.1. Testing

In this section, the testing process is undertaken to evaluate the effectiveness of the designed system.
The primary function of this system is to provide relevant legal articles in response to user queries. Two
examples illustrate how the system processes input questions and retrieves pertinent legal documentation. The
terms input question and system response refer to the user’s inquiry and the output that our system returns to
the user after receiving it.
Example 4.1:
Input question: Điều kiện đăng ký luật bảo hiểm xã hội là gì? (English: What are the conditions for registering
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for social insurance law?)
System response: The system will give an answer for the query as Vietnamese. The illustration is translated
into English.

– As article 13, decree on 134/2015/NĐ-CP about detailing a number of articles of the law on social
insurance regarding voluntary social insurance, dated on 29 December 2015:
Article 13. Procedures for re-registration of premium payment method and monthly income on which
voluntary social insurance premiums are based:
1. A dossier for re-registration of premium payment method and monthly income on which voluntary
social insurance premiums are based must comprise:
a) The social insurance book;
b) The declaration form for social insurance participation.
2. Settlement of the re-registration of premium payment method and monthly income on which voluntary
social insurance premiums are based:
a) Voluntary social insurance participants shall submit a dossier prescribed in clause 1 of this article to
the social insurance agency;
b) The social insurance agency shall process the dossier within a day if it is complete as prescribed. If
refusing to process the dossier, it shall give a written reply clearly stating the reason.

– As article 97, law no. 58/2014/QH13 about law on social insurance, dated on 20 November 2014:
Article 97. Registration dossiers for participation in social insurance and grant of social insurance books:
1. A registration dossier for first-time participation in social insurance must comprise:
a) An employer’s declaration form for participation in social insurance, enclosed with a list of employees
to participate in social insurance;
b) Employees’ declaration forms for participation in social insurance.
2. A dossier for re-grant of a lost or damaged social insurance book must comprise:
a) An employee’s application for re-grant of a social insurance book;
b) The social insurance book, in case it is damaged.
3. The government shall stipulate the procedures and dossier for participation in social insurance and
grant of social insurance books for the subjects defined at point e, Clause 1, article 2 of this Law.

Example 4.2:
Input question: Nghỉ việc có được hưởng lương tháng cuối không? (English: Can I get paid at the last month
when I quit my job?)
System response: The system will give an answer for the query in Vietnamese. The illustration is translated
into English.

– As article 38, circular no. 59/2015/TT-BLDTBXH dated on 29 December 2015 of the Ministry of Labor,
War Invalids and Social Affairs detailing and guiding the implementation of a number of articles of the
law on social insurance on compulsory social insurance:
Article 38. Benefits for employees who have decided to quit their jobs while waiting for their pension
and monthly benefits to be resolved.
Benefits for employees who have decided to quit their job while waiting for their pension and monthly
benefits to be resolved are implemented according to article 25 of decree no. 115/2015/ND-CP.

– As clause 1, article 19, circular no. 59/2015/TT-BLDTBXH dated on 29 December 2015 of the Ministry
of Labor, War Invalids and Social Affairs detailing and guiding the implementation of a number of
articles of the law on social insurance on compulsory social insurance: Article 19. One-time social
insurance
1. One-time social insurance is implemented according to the provisions of article 60 of the law on social
insurance, No. 93/2015/QH13 dated on 22 June 2015, of the national assembly on the implementation
of insurance policy. one-time social benefits for workers and article 8 of decree no. 115/2015/ND-CP.

In these examples, the answer for Example 4.1 of the designed system focuses to the main meaning of
the query. However, the answer of Example 4.2 is not good, it does not give a correctly content for the inputted
query.

4.2. Experiments on legal information retrieval
When a query is inputted, the system retrieves a list of articles relating to the query for answering the

query. For evaluation the results, the metric evaluation - topK@acc: is used. Accuracy is calculated as the
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ratio of correct contents (contents used to answer the question) appearing in the top K returned results. LK

is a collection containing labels, or IDs of Law documents, which our system predicts are most related to the
query, lq is the query’s actual collection of labels. Specifically, the formula is:

TopK@acc =
1

n

n∑
i=1

{
1, if 1, lq ⊆ LK

0, otherwise
(1)

where, LK is the set containing K labels with the most similarity to query q, and lq is the set of correct contents
of query q.

The experiments in this study are based on two approaches: Using fundamental algorithms and using
transformers of sentences.

– Approach 1: Utilizing fundamental algorithms
In the first approach, basic algorithms, such as TF-IDF [34] and BM25 [35], compute the similarity

between questions and content within the dataset. Subsequently, contents are sorted in descending order of
similarity and presented as results. To enhance the results, additional techniques are applied for content nor-
malization, such as removing special characters and utilizing tools from Underthesea library [36] to handle
punctuation marks and word segmentation (WS).

Table 5 shows the outcomes of the initial approach utilizing two fundamental algorithms: TF-IDF and
BM25. Two normalization methods were employed: one utilizing WS and the other without WS. The results
obtained from this method have not been satisfactory.

Table 5. Results of the first approach
Name Top5@acc Top10@acc Top20@acc Top50@acc
TDIDF 0.1037 0.201 0.347 0.5289
BM25 0.079 0.1474 0.2556 0.4485
TDIDF_WS 0.1094 0.199 0.3344 0.5187
BM25_WS 0.0944 0.1746 0.2908 0.4709

– Approach 2: Utilizing sentence transformers
The retrieval of relevant legal documents in the Vietnamese language presents unique challenges due

to the language’s complexity and the specialized nature of legal terminology. To address this, the InstructorEm-
bedding model, an architecture rooted in sentence transformers-SBERT [23], is employed and considered state-
of-the-art in this field. This model takes a string as input and returns a 768-dimensional vector, which allows
for the comparison of semantic similarity between a question and relevant contents within the dataset by com-
puting cosine similarity between the question’s vector and the vectors of the dataset contents. Cosine similarity
is computed using the following formula:

similarity(q,di) =
q · di

∥q∥ · ∥di∥
(2)

where, q is the vector representation of the question, and di is the vector representation of the i-th content in
the dataset.

The original instructor model consists of 3 models: base, large, and extra large XL [33]. The instructor-
base model has 335 million parameters, the Instructor-large model has 500 million parameters, and the instructor-
XL model has 1.5 billion parameters. Due to hardware limitations, the smallest model, which is the base model,
is fine-tuned. The comparison between the original models instructor-base/large/XL and the proposed models
instructor-base FTS1/FTS2 are presented in Table 6. Despite its size, the results after fine-tuning are excellent.
Without finetuning on the Vietnamese dataset, the models instructor-base/large/XL produce results inferior to
the typical TF-IDF/BM25 technique. However, when the model instructor-base is fine-tuned across two phases
using the created dataset, the outcomes are clearly enhanced. Hence, if the resources computing are adequate to
finetune the model instructor-large/XL, we would have expected much greater performance. In addition, when
the dataset is expanded to a larger scale and formed using the same design, the outcome definitely improves
significantly.

The expanded legal dataset covers a significantly broader domain of Vietnamese law compared to
the narrow prior dataset on labor regulations. This diversity and larger volume of legal text provide more
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robust training data to enhance model capabilities. While pre-trained language models like BERT capture
semantics effectively, injecting structured knowledge can further improve understanding of legal terminology.
The knowledge-infused approach advances state-of-the-art accuracy.

The data processing pipeline also implements more sophisticated techniques like utilizing Beauti-
fulSoup and regex for content extraction and indexing. The systematic document segmentation aligned with
hierarchical indices enables more straightforward navigation and retrieval of precise sections. This structured
preparation of the dataset enhances the quality and alignment critical for legal search. The experimental results
demonstrate improvements from the enriched dataset and knowledge-infused models across legal search tasks.
Our best approach achieves 89.12% Top-50 accuracy, significantly higher than 52.89% from basic TF-IDF
(Table 5) and still far better than the best of prior research 68.12% [10]. The upgraded techniques better equip
intelligent systems to comprehend legal texts and assist users in efficient access to relevant laws.

Table 6. Results of the second approach
Name Top5@acc Top10@acc Top20@acc Top50@acc
INSTRUCTOR-BASE 0.0119 0.0221 0.0416 0.0944
INSTRUCTOR-LARGE 0.0138 0.0247 0.0421 0.1023
INSTRUCTOR-XL 0.0188 0.0312 0.0537 0.1427
INSTRUCTOR-BASE FTS1 0.4832 0.5741 0.6621 0.7765
INSTRUCTOR-BASE FTS2 0.6431 0.7432 0.8123 0.8912

5. CONCLUSION AND FUTURE WORK
In this study, a larger-scale Vietnamese question-answering legal dataset, which mainly covers a wide

range of labour laws in Vietnam, is built. The dataset comprises 300,000 normative legal documents, encom-
passing 20 different types across 27 diverse fields. Key attributes defining a legal normative document include
its nomenclature, document number, type, issuing agency, signatory, date of issuance, effective date, promulga-
tion date, and the promulgation act. Besides, the current approaches for legal information retrieval are boosted
by structured information derived from legal ontologies constructed from the built dataset. Experiments and
results show that the enriched dataset and knowledge-infused models result in considerable improvements in
retrieval performance across a variety of legal search tasks. The upgraded methodologies strengthen smart
systems’ capacity to grasp the semantics of legal texts and thus promote legal study. In the future, the incor-
porating knowledge graphs into extracting knowledge from legal documents in future work will be studied. By
leveraging the structured information in the knowledge graph, the quality of the responses to user queries will
be improved. Additionally, the use large language models will be explored to enhance the performance further.
By leveraging the power of large language models, the system’s ability is increased to reason and generate more
helpful answers based on the information extracted from legal documents. Combining the knowledge graph and
large language models, the designed system is emerging to provide accurate and relevant information to users
and offer more comprehensive and insightful insights into the legal domain.
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