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 This research examines the dynamics of user sentiment and its correlation with 

the usage factors of applications in the context of the competition between X 

(formerly Twitter) and Threads, a social media application under the umbrella 

of Meta. Through sentiment analysis of user reviews on the Google Play Store 

and App Store, the study aims to identify the key factors contributing to a 

significant decline in user engagement with Threads and the return of users to 

X. The method employed in this research is the support vector machine (SVM) 

for sentiment classification of reviews. The study then correlates the classified 

sentiments with application usage factors: usability, features, design, and 

support. The research findings indicate user sentiment influences user 

engagement, especially in features and design. The research concludes with 

insights regarding implications for application developers and suggests 

directions for future research. 
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1. INTRODUCTION 

The digital age has seen numerous social media platforms rise and fall, each vying for a share of the 

global user base. On July 5, 2023, the social media landscape witnessed the launch of Threads, a new platform 

developed by Meta aimed at challenging the dominance of X (formerly Twitter). X, which Elon Musk acquired 

in October 2022, had long been a critical player in online public discourse [1]. The introduction of Threads 

was seen as a strategic move by Meta CEO Mark Zuckerberg to capitalize on the perceived vulnerabilities of 

X and to fulfil the ambition of creating a platform that could host public conversations on a scale exceeding a 

billion users. 

Threads made an impressive debut, reaching unprecedented milestones in user acquisition. Within 

four hours of its release, the application had been downloaded five million times, and by July 10, 2023, it had 

amassed 100 million users [2]. This explosive growth surpassed record holders like TikTok and ChatGPT, 

marking Threads as history's fastest-growing social media platform. The rapid adoption of Threads was further 

fueled by discontent among X users, who were disenchanted with Elon Musk's controversial policies [2], 

including limitations on tweet visibility, the introduction of paid verification, and frequent application glitches. 

Despite its initial success, Threads experienced a steep decline in user engagement. Reports indicated 

that the daily active user count halved within just two weeks of its peak, and by August 7, 2023, the average 

daily usage time had plummeted to a mere three minutes per user [3]. In stark contrast, X demonstrated 

resilience, maintaining a steady base of 100 million daily active users with an average usage time of 25 minutes. 

This research seeks to unravel the complex dynamics of user sentiment in the face of the competition 

between X and Threads. It aims to identify the factors contributing to the dramatic fluctuations in user 
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engagement observed with Threads and to understand why users return to X. This study will analyze user 

reviews from the Google Play Store and App Store using support vector machine (SVM) for sentiment 

classification, correlating the classified sentiments with various application usage factors, including usability, 

features, design, and support. 

The motivation for this research stems from the need to comprehend the shifting landscape of social 

media user engagement. Previous social media sentiment analysis research has primarily focused on user 

satisfaction and platform growth. However, there is a gap in understanding the rapid changes in user engagement 

and the role of sentiment in competitive dynamics between platforms. By delving into user sentiment, this study 

aims to shed light on the competition dynamics between X and Threads, offering insights into the elements that 

drive user preferences and behaviours. The findings are expected to provide valuable guidance for social media 

application developers, enabling them to enhance product quality and user experience, thereby fostering a deeper 

understanding of the factors influencing user engagement in the social media domain. 

 

 

2. LITERATURE STUDIES 

This literature review provides a comprehensive overview of sentiment analysis and text mining, 

specifically focusing on their application in identifying factors influencing the decline in usage of the Threads 

social media application. Through an understanding of these critical concepts, this research aims to provide  

in-depth insights into the latest trends and challenges in sentiment analysis in the continuously evolving era of 

social media. Furthermore, previous studies discussing SVM and Naive Bayes methods will be briefly 

explained to establish a foundational understanding for this research. 

 

2.1.  Sentiment analysis 

Sentiment analysis, alternatively referred to as opinion mining, constitutes a domain of research 

focusing on examining individuals' viewpoints, evaluations, appraisals, judgments, perspectives, and emotional 

responses concerning various entities, including but not limited to products, services, organizations, individuals, 

issues, events, topics, and their respective characteristics. The field of sentiment analysis encompasses a diverse 

array of concerns. Moreover, numerous terms exist alongside slightly varied objectives, encompassing sentiment 

analysis, opinion mining, opinion extraction, sentiment mining, subjectivity analysis, affect analysis, emotion 

analysis, and review mining [4]. Sentiment analysis has become crucial in gaining insights from social networks 

[5]. Machine learning-driven sentiment analysis techniques, like SVM classification, have demonstrated their 

efficacy. Feature selection strategies have been employed to bolster model effectiveness and streamline 

operations, among which the chi-square method stands out as a frequently utilized approach [6]. 

 

2.2.  Text mining 

Text mining involves uncovering patterns or extracting information from large-scale text data, 

encompassing unstructured or semi-structured formats. It represents a prevalent application of data mining, often 

utilized for tasks such as text clustering, categorization analysis, and sentiment evaluation. The text mining 

workflow typically encompasses multiple stages, including feature selection, text representation, and the 

utilization of various text mining methodologies [4]. According to Mussalimun et al. [7], the steps in performing 

classification-based sentiment analysis on text data or text mining data are as i) initial stage: dataset collection; 

ii) preprocessing: stages including tokenization, stop-word removal, and stemming; iii) transformation: stage 

where text data is weighed; iv) feature selection: stage of reducing unnecessary data; v) classification: the text 

classification stage usually uses algorithms such as naive Bayes, K-nearest neighbor (KNN), and SVM; and  

vi) evaluation: the evaluation stage is conducted to calculate accuracy and area under the curve values. 

 

2.3.  Support vector machine  

The supervised machine learning method, like SVM, applies to classification and regression tasks [8]. 

SVM is a classification method that does not rely on probabilities and requires substantial training data. This 

algorithm utilizes the concept of a decision boundary to establish limits between different classes on each 

object. The decision boundary is a separator between objects' membership in other classes [9]. For instance, 

consider a dataset containing pairs m {(xi, yi)}, where each xi represents the characteristics of a data point, and 

yi indicates its class label [10]. The SVM classification algorithm assumes that a hyperplane exists, or more 

generally, a d−1 surface, capable of separating the two classes within the feature space. This hyperplane is 

delineated by a linear decision function f(x), characterized by parameters w ∈ Rd, referred to as the weight, 

and b ∈ R, termed the bias, as depicted in (1) and (2). 

 

𝑓(𝑥) = 𝑤𝑇𝑥 + b, (1) 
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s. t. {
𝑓(𝑥𝑖) > 0 if 𝑦𝑖 =  +1,

𝑓(𝑥𝑖) < 0 if 𝑦𝑖 =  −1.
 (2) 

 

The primary objective of the SVM algorithm is to identify a hyperplane represented by parameters (w, b) that 

maximize the margin 1/||w|| (where ||·|| denotes the Euclidean norm) between the hyperplane and the nearest 

data points belonging to each class [11]. Bhalla and Jasy, in their research, explained that SVM exhibits a high 

level of accuracy compared to naïve Bayes and KNN [12], [13]. 
 

2.4.   Correlation 

In statistical analysis, correlation or dependence denotes any statistical connection, whether causative or 

not, between two random variables. While "correlation" can encompass various forms of association in a general 

context, statistical discourse commonly refers to the degree to which a pair of variables exhibit a linear relationship 

[14]. The Pearson correlation coefficient is the most widely used measure of correlation, and it detects explicitly 

the linear relationship between two variables. It's worth noting that this correlation measure can capture linear 

associations even in cases where one variable is a nonlinear function of the other. Correlation is a fundamental 

aspect of descriptive and exploratory research and functions as an effect measure, aiding in the interpretation and 

comparison of findings across various studies [15]. The formula for Pearson correlation is as (3) [16]. 
 

𝑟 =
∑ (𝑥𝑖−𝑥̅)(𝑦𝑖−𝑦̅)𝑛

𝑖=1

√[∑ (𝑥𝑖−𝑥̅)2𝑛
𝑖=1 ][∑ (𝑦𝑖−𝑦̅)2𝑛

𝑖=1 ]
 (3) 

 

Regarding the strength of the relationship, correlation coefficient values range from +1 to -1. A value of 

±1 denotes a perfect degree of relationship between the variables. For example, as the correlation coefficient 

approaches 0, the relationship between the variables weakens. The sign of the coefficient indicates the direction of 

the relationship: a "+" sign signifies a positive relationship, whereas a "-" sign signifies a negative relationship [17]. 
 

2.5.   Previous researches 

A review of four previous studies was conducted to determine the most suitable machine learning 

method for sentiment classification in this study. The analysis focused on comparing the performance of 

various algorithms, including SVM, naive Bayes, KNN, and decision tree, in different sentiment analysis 

contexts. Sukma et al. [9] explored sentiment analysis of the Indonesian government's policy (Omnibus Law) 

on Twitter. They compared naive Bayes, SVM, and decision tree algorithms, finding that SVM achieved the 

highest accuracy rate at 91.80%, followed by naive Bayes at 89.75% and decision tree at 73.60%. Similarly, 

Jasy et al. [13] evaluated sentiment classification using SVM, KNN, and naive Bayes on the Sentiment140 

dataset, with SVM again demonstrating superior accuracy at 92%, compared to KNN at 88% and naive Bayes 

at 85%. In another study, Bhalla [12] performed a comparative analysis of text classification using SVM, naive 

Bayes, and KNN, though the specific research object or data source was not mentioned. Rahat et al. [18] 

focused on comparing naive Bayes and SVM using a dataset of airline reviews on Twitter, with SVM achieving 

an accuracy of 82.48% and naive Bayes trailing at 76.56%. 

The consistent superior performance of SVM in these studies highlights its practicality as a machine 

learning technique for sentiment classification. Despite variations in research subjects, such as sentiment 

towards government policies or product reviews, SVM has consistently demonstrated higher accuracy than 

naive Bayes and other techniques. Therefore, SVM has been chosen as the sentiment analysis model for this 

research based on its demonstrated superiority in terms of accuracy. 
 

 

3. METHODOLOGY 

This study systematically collects, processes, and analyses user reviews of the Threads and X 

applications from the Google Play and App Store. The methodology is designed to examine the impact of 

application usage factors on user sentiment and engagement. The research procedure is inspired by the work 

of Amrie et al. [19], with modifications to suit the specific context of this study. The stages of the research 

methodology are illustrated in Figure 1. 
 

 

 
 

Figure 1. Research methodology 

 
Data Collecting Data Labelling Preprocessing 

Classification Evaluation Correlation Analysis 
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3.1.  Data collecting 

The first step in the methodology is the collection of user reviews. Using web scraping techniques, 

we extracted reviews for the Threads and X applications from the Google Play Store and App Store. The tools 

google-play-scraper and app-store-scraper are utilized for this purpose. The collected reviews are then 

categorized based on the respective application and platform. This categorization helps investigate whether the 

platform used contributes to the observed changes in daily active users for Threads and X. The reviews, which 

are in English, are merged into a single dataset using the pandas library in Python. 
 

3.2.  Data labelling 

Once the data is collected, the next step is labelling the reviews based on sentiment. The sentiment of 

each review is determined using the rating provided by the user: 

− Positive: reviews with a rating above three (>3). 

− Neutral: reviews with a rating of three. 

− Negative: reviews with a rating below three (<3). 

This labelling process is automated using a Python script that utilizes the pandas library. 
 

3.3.   Preprocessing 

Before entering the classification or sentiment analysis stage for user reviews of applications X and 

Threads, essential steps in the text mining process must be applied to prepare the data correctly. These steps help 

ensure the accuracy and efficiency of sentiment analysis and allow the smooth execution of natural language 

processing (NLP) algorithms and tools. The tools used for this preprocessing are natural language toolkit NLTK 

and demoji. The text mining process consists of several steps that need to be performed to prepare review data, 

both from application X and Threads, before sentiment analysis is conducted. These steps include as follows. 
 

3.3.1. Tokenization 

According to Kumar et al. [20], after the data is cleaned, the first step is tokenization to enhance the 

efficiency of NLP algorithm execution. Tokenization involves breaking down reviews into tokens, where each 

word in a sentence is considered a token. During this process, the frequency of each word is measured and 

stored for further reference. In the tokenization stage, periods and punctuation marks are removed, and all 

words initially in uppercase are converted to lowercase to achieve uniformity in the system. This step is 

considered very useful in preparing data for sentiment analysis. 
 

3.3.2. Removal of stop words 

Kumar et al. [20] explain that stop words, such as is, an, and the, which do not play a significant role 

in determining the sentiment of a word, are eliminated from the dataset. These words often only fill space and 

do not contribute meaningfully to sentiment analysis. The process of removing stop words aims to improve the 

efficiency of algorithms, as these words can cause performance degradation by consuming resources without 

providing valuable information. Depending on the language and script used, each country may have a different 

list of stop words, and this removal helps ensure a focus on words that have a more significant impact on 

sentiment analysis. 
 

3.3.3. Stemming 

Stemming is a technique used to strip away affixes (such as suffixes, prefixes, infixes, and 

circumfixes) from a word or phrase to derive a root form. For instance, transforming the words "amazing" or 

"amazed" into "amaze" aims to extract a more fundamental representation of the term. Stemming aims to 

eliminate inflected forms and various types related to a term into a specific base form. This process reduces 

the overall number of words and improves processing efficiency [9]. 

Feature extraction involves extracting relevant characteristics from a dataset, including formats like 

text and images, and converting them into a format compatible with machine learning (ML) algorithms. This 

study employs the term frequency-inverse document frequency (TF-IDF) technique using the scikit-learn 

library. TF-IDF is utilized for weighting to assess the significance of a word or term within a document or 

corpus [21]. 
 

3.4.  Classification 

In performing the classification, the approach used in this research is the SVM approach. SVM is a 

binary linear classification that is not probabilistic. The primary objective of SVM is to partition the dataset 

into distinct groups to attain the maximum marginal hyperplane (MMH). SVM employs the kernel trick 

strategy, wherein the kernel transforms a low-dimensional input space into a higher-dimensional space. In other 

words, by adding more dimensions, the kernel resolves problems that cannot be separated into separable issues. 

SVM classification has excellent precision and functions efficiently in high-dimensional spaces [21]. 
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3.5.  Evaluation 

Evaluation is conducted to measure the performance of the implemented classification model. This 

evaluation process includes accuracy, precision, recall, and F1-score metrics. Accuracy reflects how well the 

model can classify correctly, while precision measures the model's accuracy in identifying a particular class. 

Recall indicates how well the model can rediscover instances of a class, and the F1 score provides a balance 

between precision and recall. The implementation of the SVM model in this research is evaluated using the 

scikit-learn library. 
 

3.6.  Correlation analysis 

After completing the sentiment analysis process on the testing data of X and Threads application 

reviews, the next step is to correlate the sentiment analysis results with application usage factors. The 

application usage factors in this research are divided into four main categories: usability, features, design, and 

support, with each category having a list of keywords representing those aspects. Usability, encompassing ease 

of use and application efficiency, is crucial in early user experiences [22]. Application features can enhance 

user engagement and encourage repeated usage [23]. The application design also plays a vital role, where an 

attractive and intuitive design can improve user satisfaction [24]. Furthermore, customer support significantly 

impacts building trust and user loyalty. Effective support factors can help resolve user issues quickly and 

efficiently [25]. These four factors interact to form the overall user experiences. Table 1 contains keyword lists 

for each category utilizing the NLTK corpus lemmas and synsets library. 

Each review will be examined to determine whether it contains keywords from one of the categories 

of usage factors (usability, features, design, support) by utilizing the NLTK corpus lemmas and synsets library 

to obtain hypernyms, hyponyms, meronyms, and holonyms for these four factors. If a correspondence is found, 

the review will be categorized as positive, negative, or neutral based on the sentiment detected. The correlation 

results will then be interpreted to conclude the influence of user sentiment on each application usage factor. 

The implications of these findings are expected to guide application developers in enhancing specific aspects 

that impact user preferences. 

The Pearson method from the pandas library will be used in the correlation analysis stage. Correlation 

visualization will be generated using the matplotlib library. The entire correlation analysis process will be 

implemented using a Python script. All these steps will be executed through Python scripts, utilizing the 

mentioned functions and ensuring accuracy, clarity, and ease of interpretation of the correlation analysis results.  
 

 

Table 1. List of keywords for application usage factors 
Factors Keywords Subcategories 

Usability function, application, utility, enjoy, useful, usability, and usable positive, neutral, negative 
Features features, feed, product, profile, and trending positive, neutral, negative 

Design design, interface, interaction, navigation, and experience positive, neutral, negative 

 
 

4. RESULTS AND DISCUSSION 

In this section, an analysis will be conducted on the research results based on the previously explained 

methodology. The main focus of this analysis is to identify the factors that have led to a significant decrease in 

the usage of the social media application Threads in a relatively short period. Additionally, it aims to understand 

why users return to using Twitter or X after leaving Threads. 
 

4.1.  Data collecting 

Reviews for the social media applications X and Threads were collected through scraping from the 

Google Play Store and App Store. Following the collection, reviews were grouped by application and merged 

to form a comprehensive dataset for each platform. Subsequent data engineering steps included cleaning the 

data to remove noise and irrelevant information and performing text mining processes like tokenization,  

stop-word removal, emoticon/emoji removal, stemming, and weighting. These processes utilized the NLTK 

and demoji libraries to prepare the data for analysis. The results of the collected data can be seen in Table 2. 
 
 

Table 2. Data collecting result 
Application Dataset Number of rows 

X/Twitter Raw data 179.622 
Raw data starting from July 5, 2023 (Threads release date) 35.642 

Training dataset (80% of the dataset) 28.513 

Testing dataset (20% of the dataset) 7.129 
Threads Raw data  39.316 

Training dataset (80% of the dataset) 31.452 

Testing dataset (20% of the dataset) 7.864 
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4.2.  Data labelling 

The training data collected from the user reviews of both X and Threads applications was labelled 

according to the ratings provided by users on the Google Play Store and App Store. Reviews were categorized 

into positive (>3), neutral (3), and negative (<3) sentiments. The distribution of these labels is summarized in 

Table 3, which highlights the sentiment trends across both platforms. 

The data shows that X has more negative reviews than positive and neutral ones, indicating general 

user dissatisfaction. In contrast, Threads has a more balanced distribution with a significant number of positive 

reviews, which suggests a more favourable reception among its users. This sentiment distribution provides a 

foundation for analyzing user behaviour towards each application and understanding the factors that may 

influence shifts in user engagement. Insights derived from this labelling process are critical for subsequent 

analyses focusing on the decline in user engagement with Threads and the factors contributing to users 

returning to X after initially leaving. 
 

 

Table 3. Distribution of sentiment labelling for training data 
Application Sentiment Number of data 

X/Twitter Positive 10.199 

Neutral 1.172 
Negative 17.142 

Threads Positive 16.720 

Neutral 2.397 
Negative 12.335 

 

 

4.3.  Sentiment analysis 

The sentiment analysis employs the SVM classification method, categorizing user reviews into 

positive, neutral, or negative sentiments. The SVM's performance was assessed using precision, recall, 

F1-score, and accuracy metrics, with key results summarized in Table 4. Based on Table 4, the method shows 

strong results in identifying positive and negative sentiments for X, with respective F1-scores of 81 and 88%, 

indicating a robust ability to classify these sentiments correctly. However, it fails to identify neutral sentiments, 

reflected in a 0% score across precision, recall, and F1-score. It suggests that the SVM could not discern any 

neutral reviews, likely due to their under representation or ambiguous linguistic features in the training data. 

For Threads, while the SVM also demonstrates a high recall of 93% for positive sentiments, 

suggesting it captures the majority of positive reviews, the precision is lower at 76%, indicating some non-

positive sentiments are mistakenly labelled as positive. Like X, Threads reviews show poor SVM performance 

on neutral sentiments, with a very low recall of 3%, emphasizing the model's consistent struggle with neutral 

classifications across platforms. Though relatively effective, negative sentiment detection in Threads reviews 

is weaker than in X, which might be attributed to less distinctive linguistic cues in expressing dissatisfaction 

on Threads. These findings underscore a significant class imbalance and the necessity for better training data 

balance or enhanced feature extraction to improve classification accuracy, especially for neutral sentiments. 

Based on Table 5, the results for X indicate a predominance of negative sentiments consistent with 

training data performance. In contrast, Threads displayed a majority of positive sentiments in the testing phase 

despite some neutral and negative feedback. This variation underscores the platforms' differing user 

experiences and potential areas for improvement, particularly in enhancing sentiment detection algorithms. 
 

 

Table 4. Classification performance 
Application Class Precision (%) Recall (%) F1-score (%) Accuracy (%) 

X/Twitter Positive 84 78 81 83.57 

Neutral 0 0 0 
Negative 84 92 88 

Threads Positive 76 93 84 78.00 

Neutral 42 3 6 
Negative 82 72 76 

 

 

Table 5. Sentiment analysis results 
Application Sentiment Number of data 

X/Twitter Positive 2.249 

Neutral 0 

Negative 4.880 
Threads Positive 5.245 

Neutral 53 

Negative 2.566 
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4.4.  Correlation between X and Threads 

Following the sentiment analysis, the study correlated these results with application usage factors 

categorized into usability, features, design, and support. The analysis examined whether the reviews contained 

keywords related to these usage factors and classified them into positive, negative, or neutral sentiments based 

on their content. The mapping results are summarized in Table 6. Table 6 presents the distribution of user 

sentiments across usability, features, design, and support for the applications X and Threads. It's important to 

note that one review may address multiple usage factors, reflecting complex user experiences that do not easily 

categorize into unique categories. 

X exhibits a predominance of negative sentiments across all factors, with exceptionally high 

discontent noted in support (3518 negative reviews) and usability (2391 negative reviews). Despite receiving 

many positive reviews, the high volume of negative feedback highlights critical areas for improvement in user 

experience. Threads show a more even distribution between positive and negative sentiments across all usage 

factors. However, even with a balanced feedback profile, negative reviews closely match the positives, 

especially in features and support, indicating areas where user satisfaction could be enhanced. A small but 

notable number of neutral reviews suggests that some users remain indifferent or unsatisfied with certain 

aspects of the application, which could signal a need for targeted improvements. 

Figure 2 illustrates the correlation between user sentiments on usability, design, features, and support 

for applications X and Threads. Correlations range from -1 to 1, with +1 indicating a perfect positive 

relationship, -1 signifying a perfect negative relationship, and 0 showing no relationship. While correlation 

does not imply causation, it offers insights into how user sentiments towards one application may relate to 

sentiments towards another. 
 

 

Table 6. Mapping results of reviews with application usage factors 

Application Sentiment 
Application usage factors 

Usability Features Design Support 

X/Twitter Positive 859 586 497 840 

Neutral 0 0 0 0 
Negative 2391 1703 1438 2678 

Total 3250 2289 1935 3518 

Threads Positive 859 785 543 604 

Neutral 35 35 18 27 

Negative 1042 859 478 947 

Total 1936 1679 1039 1578 

 
 

 
 

Figure 2. Correlation analysis of sentiment and application usage factors 



      ISSN: 2252-8938 

Int J Artif Intell, Vol. 14, No. 1, February 2025: 447-456 

454 

From the correlation matrix, it is evident that there is a negative correlation between positive 

sentiments on the usability of application X and negative sentiments on the usability of Threads, suggesting an 

inverse relationship between user satisfaction across these two applications. Similarly, positive sentiments 

about the features and support of application X correlate negatively with negative sentiments about the features 

and support of Threads. This indicates that users who appreciate the features and support of application X tend 

to view these aspects less favourably in Threads. 

 

 

5. DISCUSSION AND IMPLICATIONS 

In addressing the gaps identified in previous research on user sentiment and engagement in social 

media, this study provides a nuanced understanding of how user sentiments directly correlate with shifts in 

platform usage, especially in the competitive dynamics between platforms like X and Threads. While existing 

literature has often highlighted the volatility of user engagement, our analysis delves deeper into the immediate 

impacts of user dissatisfaction on one platform benefiting another, albeit temporarily, if the newcomer fails to 

maintain superior service and continuous innovation. Our findings suggest a complex relationship between 

platform features, user satisfaction, and engagement dynamics. Initial positive reception towards Threads, 

driven by negative sentiments towards X, underscores the influence of user perception on platform competition. 

However, as Threads failed to sustain user engagement, our study illustrates the critical need for platforms to 

continuously adapt and improve based on user feedback to retain their user base. 

The study employed sentiment analysis through ML, primarily focusing on user reviews from the 

Google Play and App Store. While effective, this method has limitations in fully capturing the nuances of 

human emotions, such as sarcasm, and may not comprehensively represent the global user base. The 

methodology, centred on a broad selection of keywords and application usage factors, may not encompass the 

full spectrum of reasons why users might choose to engage with or abandon a platform. Future research could 

incorporate diverse data sources to address these limitations, such as direct user surveys and interviews. This 

approach would allow for a richer and more detailed understanding of user motivations and reactions, 

potentially offering insights more reflective of different regional contexts and nuanced user experiences. 

Conclusively, this research highlights that sustained user engagement in social media platforms 

requires more than initial user acquisition; it necessitates a relentless focus on enhancing user experience and 

quickly adapting to their evolving needs. Future studies should explore the long-term effects of platform 

strategies on user retention and satisfaction, potentially guiding more tailored and effective enhancements in 

platform development. By broadening the scope of data and incorporating advanced analytical techniques, 

further research can provide deeper insights into the intricate dynamics of user sentiment and platform success. 
 

 

6. CONCLUSION 

After dominating as Twitter, now rebranded as X, the platform witnessed significant competition from 

Meta's Threads, which, despite a strong start, saw a quick decline in user engagement. This study reveals a 

nuanced dynamic between X and Threads, where initial dissatisfaction with X due to controversial changes 

contributed to early positive sentiments towards Threads. However, as Threads' user engagement waned, X 

began to recover its user base. Our findings indicate that positive sentiments toward features, usability, design, 

and support in one platform often correlate with dissatisfaction in these areas on the rival platform, suggesting 

that enhancements in one app can negatively impact perceptions of the other. Notably, this relationship is 

underscored by negative correlations such as -0.060775 and -0.049719 between the usability and features of X 

and Threads, respectively. While these insights are valuable, the study's limitations include a narrow data set 

that might not fully capture the fluid dynamics of social media trends and user behaviour changes post-analysis. 

Moreover, the sentiment analysis used may not fully grasp the complexities of human emotion due to the broad 

keyword selection. To address these gaps, future research should delve deeper into sentiment analysis at more 

granular levels and consider diverse demographic factors to understand better what drives user preferences and 

satisfaction across different social media platforms. 
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