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 Concerns about ransomware attacks have heightened in recent years for both 

individuals and organizations. Detecting these malicious attacks poses 

considerable challenges for cybersecurity professionals, particularly due to 

their ever-evolving nature. Although behavior-based detection methods 

show promise in recognizing new ransomware variants, they face significant 

hurdles, especially in managing the massive volumes of data generated from 

real-time malware behavior monitoring, leading to high dimensionality. This 

paper introduces a new feature selection approach specifically for binary 

ransomware detection. Our method emphasizes assessing the impact of 

feature categories on the effectiveness and speed of detection algorithms. It 

involves two stages: the first stage selects the most relevant groups 

(categories) of features, while the second ranks and identifies the important 

features within those categories. Experimental results indicate that our 

approach surpasses similar studies regarding accuracy and ability to 

minimize the original features set. Moreover, both computation speed and 

accuracy are notably enhanced when using the selected subset compared to 

the original features. 
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1. INTRODUCTION 

Universal cyberattacks have grown exponentially in recent years with new sophisticated and  

hard-to-detect cyberattacks such as malware [1], insider attacks [2], advanced persistent threats (APTs) [3], 

and distributed denial of service (DDOS) attacks [4]. Among all these destructive attacks, ransomware is 

considered as one of the most dangerous and harmful cyberattack [5]. The situation becomes more serious 

when attackers adopt the ransomware-as-a-service (RAAS) model, using identities stolen from the dark web 

to launch their attacks [6], [7]. In addition, the number of ransomware victims reported in March 2023 was 

1.6 times higher than that in the peak month of 2022, proving that many cyber security players who believed 

they had succeeded in stopping ransomware attacks were mistaken [8]. 

We can define ransomware as a special kind of malware that silently encrypts a victim's data or lock 

down the system in order to stop the victim from using it [9]. Afterwards, the attackers request that the victim 

pays a ransom in digital currency so that he can get his data back. Like most malicious programs, 

ransomware can be contained through two main measures: detection and prevention. Of the two approaches, 

detection is more effective [10]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Furthermore, when it comes to variants and stealthy attacks like ransomware, machine learning (ML) 

techniques can surpass several limitations shown by signature-based detection methods [11] by successfully 

exploiting advanced capabilities such as bytecodes, API invocations [12] and behavioral reporting extracted 

through static or dynamic malware analysis [13], [14]. However, due to the large amount of data contained in 

behavior-based ransomware datasets, ML algorithms are not good at predicting whether an event is a normal 

or malicious activity [15]. For this reason, feature selection (FS) methods are used to decrease the volume of 

data by removing irrelevant features to enhance the efficiency of ML algorithms [16], [17]. 

The issue statement in this research study is that as ransomware attacks are destructive and 

irreversible, they need to be detected quickly and effectively. Besides, taking into consideration that large 

datasets limit the performance of ML-based solutions, especially when data comes from behavior-based 

malware analysis. By employing a new wrapper-based FS technique to decrease the volume of the original 

dataset, the main objective of this work is enhancing responsiveness, accuracy, and speed of classification 

algorithm. 

We hypothesized that choosing the most relevant features categories while ignoring others would 

cast a shadow over the performance and speed of the ML algorithms. To validate this hypothesis, we suggest 

a new approach for evaluating the efficacy of distinct feature groups (categories), and then we built an 

optimal set containing the most relevant features from selected groups. The proposed method includes two 

stages: the first is devoted to select the most pertinent group of features, and the second is dedicated to rank 

and select the relevant features within the chosen groups. Additionally, when doing traffic behavior analysis 

and subsequent variable extraction, this new group-based feature reduction technique will enable us to focus 

only on the most crucial feature categories and dismiss those that are less important. 

This article is divided into five sections: section 2 gives background information and evaluates 

related literature. The methodology is highlighted in section 3. Results and discussion are shown in section 4. 

Conclusions and upcoming projects are covered in the final part. 

 

 

2. RELATED WORKS 

This section provides some background information and related works. We first highlight the 

different types of ransomware attacks, detection techniques, ML and FS approach used to improve detection. 

Then, we will give a state of art of ransomware detection and FS approaches for data with high dimensions. 

 

2.1.  Types of ransomwares 

We can classify ransomware based on a variety of factors, such as their method of encryption and 

how they are carried out. Ransomware attacks can be broadly divided into three types: scareware, locker 

ransomware, and crypto-ransomware. Scareware employes techniques such as social engineering or phishing 

to trick victims into providing valuable information, purchasing, or downloading dangerous software. It 

mostly serves for collecting data and displays warning messages to alert you that your device is the subject of 

an attack [18]. Locker-ransomware, which does not affect data but prevents users from using their system by 

displaying pop-up windows that never close or by locking their desktop [10], [19]. Crypto-ransomware is 

regarded as one of the most dangerous ransomwares, it encrypts files on the victim's device and renders them 

useless by employing powerful encryption algorithms that are difficult to detect [20], [21]. 

 

2.2.  Ransomware detection approaches 

To reduce the risk of ransomware attacks, we might use either a preventative or a detection 

approach [22]. The first seeks to prevent ransomware damage before it occurs by imposing strong access 

controls [23], [24], securing data and passwords and boosting user awareness [25] whereas the second train 

and test a detection model utilizing historical data and signatures from previous attacks. Furthermore, 

dynamic analysis can be used as a detection tool to locate ransomware by examining the behavior of the 

malware while it is running, or static analysis to detect ransomware by analyzing the contents of binaries 

without running the software [26]. However, because human log monitoring takes time and specific 

knowledge, data gathered during static or dynamic analysis such as network traffic and API invocations are 

used to feed ML algorithms. 

ML techniques may overcome several limits of signature-based detection approaches, however 

given that ML algorithms are recognized for learning from previous data, this data needs to be prepared 

before using it, it is crucial to clean, normalize, and filter the data. One of the most important methods during 

the data preparation phase is the FS [16], [27]. This technique can be divided into filter and wrapper. 

Regardless of the data modeling algorithm employed, the former chooses features based on performance 

measurement, whereas the latter selects the relevant features by evaluating their performance through a 

learning algorithm [28]. In this study, to solve the FS problem for high-dimensional data, we combine the 
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best properties of filters and wrappers by using feature group-based hybrid techniques to achieve high 

accuracy and high speed typical of wrappers, i.e., filters characteristics. 

 

2.3.  Related works 

Sgandurra et al. [29] proposed a novel method named EldeRan to identify key dynamic 

characteristics of ransomware, which are then used for ransomware detection. The method consisted of two 

components: monitoring and a ML process. The first component dynamically analyzed traces of samples 

from two datasets in a sandbox environment: ransomware and goodware. From these records, EldeRan 

retrieved and parsed seven functional classes (Windows API calls, deleted files, and directory operations). 

The ML part consisted of two stages: FS and classification. For FS, the authors used mutual information (MI) 

as a filter-based FS technique. For classification issues, EldeRan used a logistic regression (LR) classifier. 

Furthermore, the authors compared the accuracy of LR algorithm to that of other ML algorithms, such as 

support vector machines (SVM) and naive Bayes (NB). The suggested method performs well over NB and 

rivals SVM. Moreover, as the authors mentioned, MI algorithm has proven to be a powerful method for 

automatic FS process. However, this method required a preset number of features to be selected as input, and 

uses the entire dataset as a starting point when performing FS instead of keeping only the most relevant 

groups of features, which we assume will increase the performance of validation algorithms. Furthermore, 

authors didn’t compare the results obtained using selected features with the original features in terms of 

accuracy and processing time. 

Abbasi et al. [30] proposed an automatic wrapper-based FS approach for behavior-based 

ransomware detection. This approach used a new group-based strategy to address the issue of data with high 

dimension. The strength of this technique is that, unlike the filter method used in [29], it didn’t use a preset 

amount of features to be selected as input. Furthermore, to illustrate the influence of each feature category on 

classification accuracy, they used a group-oriented strategy consisting of two stages. Using the MI algorithm 

as a feature ranking technique, a similar amount of the best-ranked features is chosen from every feature 

category in the first stage. While in the second stage, a wrapper-based FS method is utilized to choose an 

ideal number of relevant features from every category using both LR and particle swarm optimization (PSO) 

algorithms. To avoid overfitting, this method used the LR as a wrapped algorithm during the FS process, 

while they used other algorithms such as SVM, K-nearest neighbor (KNN), random forest (RF), and decision 

tree (DT) to evaluate the generalizability of the selected features. Although the authors managed to fully 

automate the process of variable selection in this method, the number of variables selected in [29]  

(400 features) was less than in this method (823 selected features), and if this does not affect the performance 

of the algorithm, then doing so will definitely affect the response time, which is intolerable when it comes to 

ransomware detection. In addition, the method used the entire dataset as a starting point when performing FS 

instead of keeping only the most relevant groups of features, which we assume will increase the performance 

of detection algorithm. Furthermore, authors didn’t compare the results obtained using selected features with 

the original features in terms of accuracy and processing time. 

 

 

3. METHOD 

Starting with the group-based strategy for FS adopted by [30], which showed that individual feature 

groups have a significant influence on the classification performance. We assumed that choosing the most 

relevant feature groups while ignoring others would cast a shadow over the performance and speed of the ML 

algorithm. To validate this hypothesis, we suggest a new approach for evaluating the efficacy of distinct 

feature groups, and then we built an optimal set containing the most relevant features from chosen groups. 

The FS approach adopted in our paper is divided into two different stages. The first stage aims to rank and 

select the most relevant feature category using LR as an evaluation algorithm while the second one consists 

of ranking and then selecting an equal number of the most significant features from each category. Each stage 

will be composed of two different phases, one for the ranking and the other for the selection. The process of 

our method is presented in Figure 1. 

 

3.1.  Stage 1: category ranking and selection 

This step of the approach is divided into two parts: one will be dedicated to rank feature groups, and 

the other to the selection of feature groups. Ranking feature groups involves applying the LR method to each 

group individually to classify them from the category with the highest performance to the one with the lowest 

score. After all groups have been rated, the LR algorithm will be applied again, but this time on group 

subsets, starting with the subset comprising the two best-ranked groups obtained in phase 1. During each 

iteration, a new group is added to the subset of groups while maintaining the ranking obtained during the first 

phase, then the new generated subset is evaluated using the LR algorithm. In addition, to measure the 
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effectiveness of each sub-set of groups, the LR algorithm will be used as a wrapper algorithm to select the 

best sub-set. For the remaining phases of the process, only groups belonging to the selected sub-set and 

provided the best result will be preserved. 
 
 

 
 

Figure 1. An overview of the proposed method 
 

 

3.2.  Stage 2: individual feature ranking and selection 

The individual feature ranking entails individually ranking features based on their relevance using 

the MI algorithm as a feature ranking method for each previously selected group. In our case, the 

classification is done separately for the four groups selected during stage 1 namely API, STR, REG, and 

FILES_EXT. For each group, we will sort the features in descending order based on their relevance as 

determined by the MI feature ranking method. 

The wrapper-based individual FS phase consists of selecting an equal subset of the best-ranked 

features from each group of the category set after ranking and sorting the various variables in each category. 

This phase will be carried out in four actions: generating subset, assessing subset, defining stopping criteria, and 

evaluating results [31]. The first step consists of generating a subset of features to be evaluated. To this end, we 

adopted a forward search technique that begins with an empty set of features then adds one feature from each 

category at each iteration. In the second step, we defined the stopping criteria, which is 100 iterations. In the 

third step, we evaluated the selected subset of features using LR algorithm, which plays the role of a wrapped 

algorithm. The scores achieved by each subset will be compared with the best score achieved during the whole 

subset evaluation process until the stopping criteria (100 iterations) is reached. At the end of the FS process, we 

found that selecting 98 variables in each category would give the best result by applying the LR algorithm. 

Finally, to test the generalizability of our results, we validated the subset of selected features using different 

algorithms such as SVM, KNN, RF, and DT. All validation algorithms showed better results than previous 

similar methods in the literature. Figure 2 illustrates the phase 2 process of our FS technique, which begins with 

the selected feature groups and continues until the stopping criteria are reached. 
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Figure 2. The wrapper-based FS process 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Experimental environments 

The workstation used for all experiments has the following specifications: Intel Core i5-10500  

(3.1 GHz), 8 GB of RAM. In addition, Python 3.9.7 and two primary libraries were utilized for the 

experiments. The first one is the 1.3.4 version of Pandas which was employed for data manipulation and 

analysis, while the second is the 0.24.2 version of SCIKIT-LEARN which was utilized for feature ranking 

and selection, classification strategies, and algorithm evaluation. 

 

4.2.  Dataset description 

The dataset utilized in this article is Resilient Information Systems Security (RISS) [29], a 

dynamically generated dataset. It was retrieved in February 2016 and analyzed in a sandbox. The dataset 

contains a total of 1,524 examples, including 582 samples of ransomware from 11 categories and  

942 goodware samples. This dataset also contains 30,970 features grouped into the 7 groups described in 

Table 1. In addition, each feature in the dataset has binary-quantitative values, therefore we did not have to 

perform the encoding or normalization operations. 

 

 

Table 1. Description of the categories of features 
Category code Signification Nb_features 

API API invocations 232 

REG Registry key operations 6,622 
STR Embedded strings 16,267 

DROP Extensions of the dropped files 346 

DIR File directory operations 2,424 
FILE File operations 4,141 

FILES_EXT File extensions involved in file operations 935 

 

 

4.3.  Hyper parameters setting 

We employed many ML algorithms throughout our process, beginning with the LR algorithm as a 

wrapped algorithm and then moving on to the SVM, KNN, RF, and DT algorithms to generalize the findings 

obtained using the wrapped algorithm. In order to maintain the same conditions as the related works when 

performing our experiments, all algorithms cited previously were executed with default values and without 

any hyper parameter optimization. Additionally, to perform training and testing processes, we split the 

dataset using a stratified 4-fold cross validation to be sure that every malware family is represented in all 

folds, as recommended by [30]. 
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4.4.  Experimental results 

This section displays the experimental findings for each phase of our approach, which includes 

ranking and selecting the most relevant category groups, ranking and selecting the most relevant features and 

validating the selected subset of features using several ML algorithms. Furthermore, regarding accuracy and 

processing time, we compared the validation results of the selected features to those produced by the entire 

dataset, and then we compared the experimental findings acquired by our method to those obtained by related 

works. As mentioned in the methodology section, the first step of our strategy was to rank groups by 

applying the LR algorithm on each group separately. Table 2 presents the accuracy evaluation metric 

obtained for each group when using LR algorithm. 

After ranking the feature groups based on the scores they obtained, we used the LR algorithm to 

select the subset of groups that gave us the best score. The score reached by each subset of groups when 

measuring the accuracy evaluation metric is presented in Table 3. Among all subsets, the subset containing 

API, STR, REG, and FILES_EXT groups reached the best score. 
 

 

Table 2. Group ranking scores 
Group name Score 

API 94.42 

DROP 84.00 

REG 88.51 
FILES 83.83 

FILES_EXT 85.06 
DIR 83.59 

STR 90.56 

 

 

Table 3. Groups subsets scores 
Groups subset Score 

E1={API, STR} 97.12 

E2={API, STR, REG} 97.62 

E3={API, STR, REG, FILES_EXT} 97.78 
E4={API, STR, REG, FILES_EXT, DROP} 97.70 

E5={API, STR, REG, FILES_EXT, DROP, FILES} 97.70 

E6={API, STR, REG, FILES_EXT, DROP, FILES, DIR} 97.45 

 

 

The comparison between the results of our method and those obtained by related works [29], [30],  

is presented in Table 4. This table highlights the accuracy metric used to evaluate the performance of 

different validation algorithms including SVM, DT, RF, and KNN. Besides, we compare the number of 

selected features and feature reduction rate which show an outperforming result for the proposed approach. 

Furthermore, the comparison between the obtained results and those reached by the entire dataset in 

terms of accuracy and speed is presented in Table 5. As shown in this table, the selected features by our 

proposed approach obtained outperforming results across all validation algorithms when using the accuracy 

evaluation metric. In addition, we calculate the computation time for the wrapper and validation algorithms 

which indicate a superiority of selected features compared to the original features. 

 

 

Table 4. Selected features compared with original features 
ML algorithm LR SVM DT RF KNN Nb selected features Features reduction rate (%) 

[29] 97.27 96.62 95.14 97.48 93.45 400 98.70 
[30] 97.33 96.33 95.03 97.06 94.18 823 97.33 

Our method 97.37 96.88 96.38 97.70 94.25 392 98.73 

 

 

Table 5. The proposed method compared with related works 
ML algorithm LR SVM RF DT KNN 

Accuracy Time Accuracy Time Accuracy Time Accuracy Time Accuracy Time 

Selected features 97.37 0.24 96.88 0.77 97.70 1.30 96.38 0.20 94.25 0.45 

Original features 97.45 19.3 95.65 116.25 96.30 18.62 95.97 6.2 90.07 6.01 

 

 

4.5.  Discussion 

We assumed at the beginning of this paper that selecting the most relevant feature groups and 

ignoring the rest would considerably affect the effectiveness and speed of detection algorithms. To validate 
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this hypothesis, we proposed a new technique for measuring the effectiveness of individual feature groups, 

subsequently constructing an optimal set of these groups. As we will show in this section, the results 

achieved by our method showed a large superiority compared to those obtained by the entire dataset or 

related works. 

The scores obtained for each group in phase 1.1 of our method show that the "API invocation" 

category received the highest score, which means that this group contains the largest number of relevant 

features. This result was concluded by [30], since the API invocation group contributed the most to the subset 

selected by their approach. According to the results obtained in phase 1.2 of our approach, the subset 

including the following categories: API, STR, REG, and FILES_EXT reached the highest score thus was 

employed in the next phase of our approach, which is consistent with what has been discovered in related 

works [29], [30], since the largest groups in their selected features are the same as those chosen in this step. 

Moreover, in the MI features ranking phase, the results collected for each category show that the API 

category has the most highly rated features among other groups. Therefore, it can be noted that the API group 

contains the features that, in accordance with other earlier research [32], may have the most influence on the 

decision of the ransomware detection algorithm. 

Furthermore, as shown in Tables 4 and 5, our chosen set of features outperformed selected features 

of related works regarding accuracy and feature reduction rate. First, our approach reduced 98.73% of the 

overall dataset, whereas other FS methods reduced it to 97.33% [30] and 98.70% [29], impacting detection 

algorithm accuracy and speed. Second, our FS outperformed related works and original features in accuracy, 

scoring 97.37% with LR, 96.88% with SVM, 96.38 with DT, 97.70 with RF, and 94.25 with KNN. 

 

 

5. CONCLUSION 

According to the hypothesis proposed earlier in this article, choosing the most relevant feature 

groups while ignoring others would positively affect the performance and speed of the detection method. We 

suggested a new approach for evaluating the efficacy of distinct feature groups (categories) to verify this 

hypothesis, and then we built an optimal set of these groups. Regarding the feature reduction rate and 

accuracy, our approach outperformed related works. In addition, when we compare the outcomes of selected 

features with the original features in terms of detection rate and computation speed, the chosen features give 

better results. In conclusion, we note that all the obtained results support the hypothesis presented at the 

beginning of this paper. Our approach based on how the selected feature groups affect the performance of the 

detection algorithm will not only improve ransomware detection but also technically allow us to focus on the 

most important features categories and discard those less important when collecting data using behavioral 

analysis. Furthermore, we believe that this new FS method will also help improve other areas where datasets 

are high-dimensional, such as image processing, computer vision, and natural language processing. In the 

future, our method can be used to perform multi-class ransomware detection and evaluated on other real 

word datasets. 
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