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ABSTRACT

Speech recognition is the process of converting the speech signal of a particular
language into a sequence of corresponding content words in text format. The
output text of automatic speech recognition (ASR) systems often lacks struc-
ture, such as punctuation, capitalization of the first letter of a sentence, proper
nouns, and names of locations. This absence of structure complicates compre-
hension and restricts the utility of ASR-generated text in various applications,
such as creating movie subtitles, generating transcripts for online meetings, and
extracting customer information. Therefore, developing standardization solu-
tions for the output text from ASR is necessary to improve the overall quality of
ASR systems. In this article, we use the idea of multitask deep learning for the
task of capitalization and punctuation recognition (CPR) for the output text of
Vietnamese ASR, with the aim of the named entity recognition (NER) task as a
supplement to help the CPR model perform better, and proposed to use text-to-
speech (TTS) to create a dataset for CPR-NER multitask model training. The
experiment results show that the multi-task deep learning model has improved
CPR results by 6.2% of F1 score with ASR output and 7.1% on raw text.
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1. INTRODUCTION
Automatic speech recognition (ASR) refers to the various processes, technologies, and methodologies

that facilitate improved interaction between humans and computers by converting spoken language
into written text [1], [2]. The output text of the ASR system, besides containing some insertion, deletion,
and word substitution errors, often has no punctuation and no capitalization. The issue of standardizing text
by restoring punctuation and capitalization is necessary. It will make the text more structured and understand-
able. Furthermore, it will facilitate NLP tasks including named entity recognition (NER), syntactic parsing,
part-of-speech tagging, and discourse segmentation [3]. Additionally, it benefits practical applications such as
generating movie subtitles, broadcasting news transcripts, creating documents for online meetings, and extract-
ing customer information more effectively [4].

Research in this field has traditionally focused on individual tasks, such as restoring punctuation
[5]–[7] or capitalization [8]–[10]. However, these separate processing techniques are challenging to improve
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the overall effectiveness of the ASR systems. Therefore, recently, authors have proposed models to simultane-
ously handle two tasks [4], [11]–[13].

Initially, research in this field utilized methods such as maximum entropy [14], hidden markov model
(HMM) [15], long short-term memory (LSTM) [16], and conditional random field (CRF) [17], [18].
Currently, the most advanced models for both punctuation restoration and capitalization recognition use
neural network models. Studies have explored the character-level recurrent neural network (RNN) model [19],
bidirectional RNN [20], [21]. Particularly, with the emergence of the transformer model and its variations
like BERT, RoBERTa, ALBERT, DistilBERT, mBERT, and XLM-RoBERTa, studies on restoring punctuation
and capitalization on the transformer model [12], [22], BERT [10], [23], RoBERTa [24], have shown positive
results. Moreover, research on the Vietnamese language has also followed this innovative and promising trend,
using CRFs combined with CNNs and LSTM [25], transformer [26]–[28]. Notably, the ViBERT model, based
on RoBERTa for Vietnamese, is the latest model that achieves better performance in both tasks [29].

There are also have some limitations and challenges that need to be solved for the problem of restoring
punctuation and capitalization in general and Vietnamese in particular. Regarding data-related issues, to deal
with low-resource language data, some studies have experimented with using standardized text without punc-
tuation and capitalization [3], [6], [26]. Because commas and periods appear more frequently than other marks,
most research focuses only on these marks [12], [30], [31]. ASR output text does not have punctuation, so it is
often long and endless. To process such text in models, input sequences are usually randomly cut into ranges
of 20-30 words [32] or 20-50 words [24], maximum length 100 words [33] and 150 words [25]. Determining
the appropriate length for cutting is a matter that needs to be considered. The proposal to use overlap-chunking
in cutting and concatenating sequences has helped improve the model [9]. The issue of mismatched sequence
lengths due to errors like insertions, deletions, and substitutions in the ASR output text is one of the major
challenges that need to be addressed. Determining the order of punctuation restoration and capitalization is
still an important issue as it can significantly impact the final results [29].

Multi-task deep learning (MTDL) has gained significant attention in the field of machine learning
[34] and natural language processing (NLP) [35]. It has been used to address challenges such as overfitting and
data scarcity in NLP tasks. Different architectures, including parallel, hierarchical, modular, and generative
adversarial architectures, have been employed for multi-task learning (MTL) in NLP. Optimization techniques
such as loss construction, data sampling, and task scheduling have been utilized to train multi-task models
effectively. MTL has shown promising results in various NLP tasks, including machine translation, dialogue-
based systems, sentiment analysis, and machine reading comprehension.

In this study, our goal is to propose a MTDL for simultaneous capitalization and punctuation recogni-
tion (CPR). We combine MTL with the hypothesis that integrating a NER model will improve the performance
of punctuation restoration and capitalization. Additionally, we also employ the overlap-chunking technique
and the ViBERT language model, which have shown effectiveness in NER [13]. Particularly, to cope with
low-resource language data, we consider using text-to-speech (TTS) to augment the training data.

This paper is structured as follows: the initial session addresses the problem and reviews related
research. The second session discusses our proposed approach and the architecture of the MTDL CPR system.
In the third session, the focus is on the dataset’s implementation and preparation for both training and testing.
Session four details the configuration steps for the testing process and presents the evaluation outcomes. Lastly,
the fifth session offers a conclusion and recommendations for future research avenues.

2. METHOD
2.1. Multi-task deep learning for capitalization and punctuation recognition

Using the idea from MTL for the task of punctuation and capitalization restoration, a MTDL approach
is proposed with the aim of improving the performance of the CPR task. Figure 1 illustrates the proposed
MTDL model, which consists of the main CPR task combined with an auxiliary NER stream that provides
additional information about the named entity (NE) for the punctuation and capitalization restoration task. The
input data to the model is the output text of Vietnamese ASR without punctuation and capitalization, with a
length of N . During recognition, some sentences may contain errors such as substitutions, insertions, and
deletions, making the punctuation and capitalization restoration task more challenging. The sentence from
input is transferred through the ViBERT, a Vietnamese language representation model. In this study, a transfer
learning approach is applied with ViBERT, a pre-trained model that is kept fixed in the proposed MTDL model.
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The output of ViBERT is a matrix of size (Nx768). This representation matrix is simultaneously fed into three
blocks: (i) the NER information extraction block, (ii) the main CPR restoration block, and (iii) the NER
auxiliary learning block using a MTL mechanism.

Figure 1. Proposed MTDL CPR model

Figure 1 shows the proposed multitask deep learning model, which includes the main CPR stream and
NER stream to support the NE information for CPR. Both CPR and NER tagger are based on the transformer
decoder structure in [29]. The input data consisted of unpunctuated and uncapitalized Vietnamese sentences,
which were extracted from the output of an ASR system, with a set size of N.

The input sentence underwent processing using the representation of Vietnamese language model
known as ViBERT. This model produced an output in the form of a matrix, characterized by dimensions of
(Nx768), which encode the representation of the input sentence. This matrix representation was simultaneously
directed toward three distinct components: (i) a block that extracts NE information, referred to as the NE
encoder; (ii) the main CPR block; and (iii) an auxiliary block for NER.

The supplemental block for extracting NER information incorporated a NER tagging block along
with an NER embedding block, which functioned to encode recognizable NER tags. These encoded tags were
meant to supply pertinent information to the CPR block. The CPR block represented the core task of the
MTDL model and utilized output from the sentence’s representation matrix produced by ViBERT. This input
was merged (concatenated) with the NER tag encoding matrix, emanating as the output from block (ii). This
merger with the output from block (ii) enriched the NER information, thereby enhancing the precision of the
CPR labeling process.

The output from the block was a collection of probabilities corresponding to NER tags for the specific
input sentence, and the loss function for this process was calculated based on these NER labels. The encoder
block was linked to the NER embedding block through a mechanism that shared parameters, as illustrated in
(1). Within this configuration, the weight matrix of the NER embedding was replicated from the transposed
matrix of the encoder in block (iii).

Wemb = WT
enc (1)

The network was trained using a MTL approach that involved two tasks: CPR, which served as the
primary task, and NER, which functioned as a supportive, auxiliary task. The loss value for the MTDL model
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was determined by taking a weighted sum of the loss values from both the CPR and NER tasks. The MTDL
model’s loss value is computed as follows: the losses from the CPR and NER tasks are each assigned a weight,
and then these weighted losses are summed together to yield the final loss value for the model, as shown in (2).

Lmtl = αLCPR + βLNER (2)

Where α is the weight for the loss value of the CPR task, and β is the weight for the loss value of the NER
task. The choice of α and β depends on the importance of each task. In this study, the CPR task is considered
the primary task and the NER task as the auxiliary task. Therefore, α and β are chosen to be 0.6 and 0.4,
correspondently.

2.2. Input text overlap segmentation
The input for the CPR model receives output text from ASR. This text typically lacks punctua-

tion, resulting in a long, indefinite sequence that poses considerable challenges for processing by models.
Therefore, before being fed into the model, the input sequence is often segmented into fixed-length portions,
which enhances the ability to process independently or in parallel segments. Related research particularly
focuses on the segmentation of the input sentence sequence and often employs a strategy of random cutting
within a range of 20-30 words [32] or 20-50 words [24]. However, this approach can lead to a lack of sufficient
contextual information around the boundaries of the segments, resulting in predictions that are often inaccurate.
To overcome this limitation, research has proposed a new technique for handling the cutting and concatenation
of sequences by utilizing overlapping cuts. The main idea is to ensure that the resulting segments have enough
contextual information for the words, enabling the CPR model to make the best predictions. After processing
the overlapping segments, they are merged back into the output sequence of the original string.

Figure 2 details this architecture, which includes three components: the division of overlapping seg-
ments, the CPR model, and the merging of the overlapping segments. It can be seen that the input sentence is
divided into three segments, which are stacked in an overlapping fashion. After being processed by the CPR
model, the segments are recognized in the middle of the second segment having more surrounding context, thus
being tagged more accurately than the words at the cutting boundary segments. Finally, these segments will be
merged in an overlapping manner to form the restored sentence.

Figure 2. Overlap chunk-merging of input text

The chosen length for the segment cuts is an even number of words. Let l represent the length of the
segment cut, and k is the length of the overlapping part, then we have l = 2k. Each input string S, containing
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n words denoted as w1, w2, ..., wn, will be divided into n/l + (n − k)/l overlapping segments. Here, the
ith segment cut is a substring of words wi−1k + 1, . . . , wi+1k. The study has examined various values for
l and k, and these values have been selected empirically to be appropriate. As the input sentence is divided
into overlapping segments, the challenge in merging these segments is to determine which words should be
discarded and which should be retained in the merged portion of the final sentence.

Let c be the length of the segment that will be either retained or discarded in the overlapping parts. For
simplicity in calculation, we take c = k/2. Observations indicate that the ending words of the first overlapping
segment and the initial words of the second overlapping segment (the words around the cutting point) lack
substantial context. Therefore, the algorithm will discard the c segment at the end of the first overlapping part
and retain the c segment in the second overlapping part. Consequently, the remaining words at the beginning of
the first overlapping segment are kept, and the remaining words at the start of the second overlapping segment
are discarded. This ensures that the words retained in the overlapping sections, always situated in the middle of
segments, will have ample context, aiding in more accurate restoration. The process of discarding and retaining
portions of the overlapping segments is repeated for subsequent overlapping segments. The post-catenation
merging process is described as (3).

[[w1, . . . w(2k−c)] +

n−1∑
i=2

[w((i−1)k+c), . . . w(ik+c)] + [w(n−2k+c), . . . wn] (3)

2.3. Dataset preparation

Numerous datasets for Vietnamese speech are now accessible to the public, examples of which in-
clude MICA VNSpeechCorpus [36], DEMEN567 [37], and VOV [38]. Despite these resources being reported,
it should be noted that they may not encompass audio data that is both large-scale and of high quality. Besides,
the existing speech datasets are not annotated with punctuation, capitalization, nor NE labels, Therefore, it is
necessary to construct a sufficiently large dataset complete with labels for punctuation, capitalization, and NE in
order to train the CPR model using a MTL approach. The dataset for NER tailored to the Vietnamese language
was developed as part of the activities of the Vietnamese language and speech processing conference (VLSP).
It comprises 32,000 instances in the training dataset with an additional 4,272 samples designated for testing.
The dataset focuses on extracting specific entities which include individual names (PER), organizational names
(ORG), and geographic locations (LOC). Detailed information about this dataset can be found in [39]. The ini-
tial dataset was in XML format, featuring entities that were hierarchically nested. The dataset was transformed
into the CoNLL format for NER, which simplifies the process by only identifying the primary-level entities.

In the initial stages of data preparation, we transformed all text to lowercase and excised any special
characters and punctuation, with the exception of commas, periods, and question marks. Subsequently, we
structured the dataset with annotations as per the schema presented in Table 1, which is arranged into three
columns. The first column contains the lowercase version of the input sentences. The second column holds the
labels for CPR, with eight labels. The third column contains the NER labels, with six labels. Tables 2 and 3
show the statistics of our dataset.

Table 1. Format of dataset for MTDL training
Text CPR label NER label

minh U$ B-PER
phúc U, I-PER

con L$ O
trai L$ O
ông L$ O
hai U$ B-PER

long U$ I-PER
làm L$ O

o L$ O
hà U$ B-LOC

giang U. I-LOC
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Table 2. Dataset statistics of CPR tag
Tag Train Dev Test
L$ 760,182 38,885 189,058
L, 35,647 1,884 9,327
L. 29,917 1,531 6,596
L? 860 35 151
U$ 127,973 6,630 30,313
U, 10,644 572 2,607
U. 8,097 400 1,843
U? 75 3 21

Table 3. Dataset statistics of NER tag
NER tag Train Dev Test
B-LOC 15,871 841 2,002
B-ORG 8,627 383 2,152
B-PER 16,299 883 3,466
I-LOC 15,810 830 1,850
I-ORG 19,132 1,026 3,899
I-PER 11,621 644 3,077
O 886,035 45,333 223,470

An alternative method for data collection utilizing TTS systems has been outlined in Figure 3, which
is suggested as a substitute for traditional recording techniques:

− Phase 1: Transform written text into audible speech with the use of a TTS tool

TTS technology has been under exploration in Vietnam for some time. Initially, VnSpeech was
recognized as the pioneering Vietnamese TTS system. The VietSound system, which is a product of Ho Chi
Minh City University of Technology, followed suit. Yet, these early systems had setbacks, particularly in pro-
ducing speech that sounded disconnected and unnatural. In recent times, more robust and widely implemented
TTS systems have emerged. Notably, FPT.AI offers a TTS service renowned for its effectiveness. Additionally,
the Viettel’s VTCC.AI system and Vbee’s AI TTS system are among the powerful players in the field. Telecom
companies like MobiPhone have also introduced their TTS solutions. Google has been providing a TTS tool
that is celebrated for its natural-sounding voice, positioning it as one of the top contenders in TTS software.
Leveraging DeepMind’s speech synthesis expertise, Google has crafted a voice quality that listeners may find
challenging to differentiate from human speech. In our study, we utilized the dataset of VLSP 2018 along with
Google’s TTS system to convert text into speech for both training and validation purposes. Due to resource
constraints, our focus was restricted to recording audio for the test set within the dataset, which comprises
4,272 samples totaling approximately 242,000 words. The speech dataset was generated by four individuals
who read the text in various settings, resulting in over 26 hours of recorded audio.

− Phase 2: Utilizing the ASR system for speech recognition

Following the acquisition of the audio dataset from both TTS and recordings, the data underwent
processing via an ASR system. For this phase, the Vietnam artificial intelligence solutions (VAIS) ASR
system was selected due to its superior performance in recognizing Vietnamese speech when compared to
other systems such as those by FPT, Viettel, Zalo, and Google, as noted in [40]. Additionally, the VAIS ASR
system was previously utilized in research focused on identifying markers in Vietnamese speech processing
using a Pipeline approach, as mentioned in [13]. To maintain consistency for result comparison, we opted to
continue with the VAIS system for our experimental framework.

− Phase 3: Evaluation of ASR text from synthesized speech

Table 4 presents the error rates for the TTS-ASR process and the recorded text through ASR (REC-
ASR) method, assessed across 241,899 words from the dataset. The findings showed only a minor discrepancy
in ASR accuracy when comparing two data collection methods, which was deemed provisionally acceptable.
In order to amass a substantial volume of training data, we sourced information from authoritative Vietnamese
news websites, including vnexpress.net, dantri.com.vn, and vietnamnet.vn. This content was then processed
using a speech synthesis system to generate the voice data. We employed the recorded speech from the VLSP
2018 dataset, featuring four distinct speakers, as our test set.
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The dataset of VLSP2018 is segmented into training, development, and testing subsets. The training
subset contains 30,280 Vietnamese sentences; the development subset includes 1,593 sentences; and the testing
subset comprises 4,271 sentences, all formatted with uppercase letters and punctuation. The VLSP sentences
were annotated for capitalization, punctuation, and NE recognition. For creating the test subset’s audio, four
individuals recorded the test text of the subset. The VAIS ASR system (https://vais.vn/en/speech-to-text-core/)
was utilized to convert the spoken words into text data for evaluation purposes. For the generation of synthe-
sized audio data from the textual VLSP data, Google’s TTS system was utilized. Additionally, VAIS’s ASR
system was employed to transcribe the synthetic audio, producing a text dataset for training the MTDL model.

Figure 3. Data preparation process

Table 4. Analysis of ASR error rates (%) of synthesized and recorded speech
Number (%) Outlier (%) Other (%) Total (%)

TTS-ASR 1.061 2.418 1.582 5.068
REC-ASR 1.427 2.371 2.228 6.032

2.4. Model setting
The ViBERT model is a scaled-down version of the RoBERTabase, which is enforced using the

fairseq framework. This streamlined model retains 4 encoder layers as its RoBERTabase counterpart. The
number of attention heads has been reduced from 12 in the original to 4 in ViBERT. Each training instance can
accommodate up to 512 tokens. The ViBERT model is trained using the Adam optimization algorithm with a
batch size of 512. It has a peak learning rate set at 0.0003 and a warm-up phase consisting of 3,000 updates.
The overall number of updates during training reaches 800,000. This training process is performed on two
Nvidia 2080Ti GPUs, each with 12 GB of memory, and spans a duration of 5 weeks.

The suggested MTL model features both a CPR tagger and an NE tagger, both configured identically.
Each tagger utilizes a transformer decoder to extract text features. At the output, a CRF model is employed to
produce seven distinct labels. These labels include the beginning (B-X) and inside (I-X) tags for entities in the
categories of organizations (ORG), persons (PER), and locations (LOC), as well as the O tag, which denotes
tokens that do not correspond to any NE. For the output of CPR, the model will assign labels that include ’U’
to denote uppercase, ’L’ for lowercase, combine with labels ’$’ (indicating the absence of punctuation); ’.’
(period); ’,’ (comma); ’?’ (question mark) to add punctuation to the input word. Consequently, each word will
be associated with one of the following eight labels: ’U$’; ’L$’; ’U.’; ’L.’; ’U,’; ’L,’; ’U?’; ’L?’.

3. RESULT AND DISCUSSION
3.1. Evaluation metrics

Our model’s performance is assessed through precision, recall, and the F1-score metrics for both tasks
as shown in (4) to (5).

precision =
TP

TP + FP
(4)

recall =
TP

TP + FN
(5)

recall =
2 ∗ precision ∗ recall
precision+ recall

(6)
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where true positive (TP) denotes the number of punctuation and capitalization tags that were correctly identified
by the model. False positive (FP) signifies the number of punctuation and capitalization tags that were mistak-
enly identified. On the other hand, false negative (FN) refers to the number of punctuation and capitalization
tags that the model fail to recognize.

3.2. Experiment result
Table 5 presents the performance of our MTDL model in comparison to the baseline models

(without NER auxilary task) transformer decoder CRF. For the single-task training, the state-of-the-art method
involves refining ViBERT pre-trained language model for token classification tasks by adding a CRF layer
on top [29]. The result presents the F1 scores associated with various types of inputs and highlights the
shortcomings of the ASR-generated text when contrasted with text that is not case-sensitive (the reference text
without capitalization and punctuation information) while the CPR results decreased from 0.7818 to 0.6319.

Table 5. Capitalization and punctuation recognition results
Input type Single task Multi-task
Uncased reference text 0.7818 0.8375
ASR output 0.7319 0.7780

The MTL approach outperforms the single-task learning by a significant margin, as evidenced by
the scores of 0.8375 and 0.7818, respectively. This suggests that MTL is more effective at generalizing from
uncased reference text, potentially due to its ability to capture and utilize shared representations from NER that
are relevant to the input text. The high performance of 0.8375 for MTL in processing uncased reference text
indicates robust feature extraction and learning, which can handle the absence of case information effectively.
This could be attributed to the multi-task framework’s potential to leverage auxiliary information from NER
task, improving the model’s understanding of context.

The findings further confirmed that integrating the NER component enhances the performance of
the CPR model processing ASR-generated text. The F1 score for the CPR model saw a notable increase of
approximately 6.2%, rising from 0.7319 to 0.778, after adding the NE recognition model to the text of ASR
output. Additionally, the NER model proved to be highly valuable, as it substantially raised the F1 score of
the CPR model by 7.1% with unprocessed text, which in this case, lacked capitalization and punctuation in the
reference text.

3.3. Ablation study
Our model’s performance assessment reveals the significance of its individual components in

comparison to our optimal model, which incorporates ViBERT as the encoding layer alongside all components.
Table 6 illustrates the essential role each component plays in our multitask learning model’s effectiveness.
System performance deteriorates upon alteration or omission of components. The complete model achieved
an F1 score of 0.8375, but this score dropped to 0.8034 when we excluded the NER feature and relied solely
on contextual embedding for the capitalization and punctuation prediction tasks. When we substituted the
overlap-chunk-merging the input text with the non-overlap-chunk-merging, the F1 scores for the capitaliza-
tion prediction task and punctuation prediction task fell to 0.8182. The findings indicate that the presence of
overlapping words in the model supplies additional information for prediction, and our method of merging
chunks is capable of appropriately selecting segments from the areas of overlap. The most substantial decline
occurred when we replaced contextual embeddings with word embeddings (GloVe), resulting in a 0.16 decrease
in F1 score.

Table 6. Performance metrics with component modifications
Component Modification Precision Recall F1
Full None 0.8398 0.8352 0.8375
NER Removal 0.8114 0.7953 0.8034 (4.08% ↓)
Chunking Non overlap 0.8215 0.8149 0.8182 (2.29% ↓)
Embedding GloVe 0.6826 0.6720 0.6773 (19.12% ↓)
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4. CONCLUSIONS
In our research, we introduced the application of a NER model to enhance capitalization and

punctuation recovery in Vietnamese speech processing with the MTL scheme. The experimental results pro-
vided evidence of the synergy between these methodologies. We also created and presented the inaugural
speech dataset that establishes a foundation for future explorations into entity extraction from Vietnamese
speech. Additionally, we highlighted the significant benefits of utilizing a pre-trained language model tailored
for the Vietnamese language processing in CPR and NER multi-tasks, which set a new benchmark on the VLSP
2018 dataset. We have made this pre-trained model available to the research community to encourage further
exploration. This contribution is particularly valuable for underrepresented languages such as Vietnamese.
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