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 An efficient sign language recognition system (SLR) is the most significant 

for hearing-impaired people for communication. The body movements and 

hand gestures are utilized to characterize the vocabulary in dynamic sign 

language. The SLR is a challenging problem because the computational 

model requires simultaneous spatial-temporal modelling for a number of 

sources. To overcome this problem, this research proposes the blended 

ensemble machine learning (ML) approaches for SLR. Initially, the Indian 

sign language (ISL) dataset is collected for evaluating the effectiveness of 

the model. Then, the pre-processing is done by using data augmentation and 

normalization techniques. Then, the pre-processed data is provided to the 

segmentation process which is done by using multi-threshold entropy 

function. Then, VGG-16 is used for the feature extraction process to extract 

the features and finally, classification is carried out using ensemble ML. An 

effectiveness of the proposed method is validated based on accuracy, 

precision, recall, and F1-score, wherein it achieves better results of 99.57%, 

0.92%, 0.95%, and 0.99% as compared to the existing works like support 

vector machine (SVM) and convolutional neural network (CNN).  
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1. INTRODUCTION 

Communication is significant for people to discover their necessities as well as interactions with 

other people. There are number of deaf and dumb people who majorly depend on sign language to 

communicate with others [1], [2]. The sign languages are measured as graphical and non-verbal form of 

communications utilized through differently-abled people to express themselves or interact with their 

surroundings. Globally, the sign language is the most emerging as well as challenging task. The sign 

language efficiently helps the hard-of-hearing as well as speed-impaired society in acquiring academic 

proficiency, professions as well as social rights [3], [4]. The sign language converts the words, sentences, 

numbers and letters of natural language to enable the vocally deactivated people to interact with the other 

people [5]. In sign language, the meaning and extraction of data is expressed through using hand gestures, 

movements of the body, facial expressions as well as emotions rather than sound, to send the messages. 

Moreover, sign language minimizes the communication gap among deaf and dumb people, facilitating 

smooth communication. The sign languages vary from region to region, and nation to nation [6], [7]. The 

number of researchers determine an exciting and exclusive form of communication in sign language over 

various nations. The machine learning (ML) and deep learning (DL) techniques have obtained better 

enhancement capabilities in sign language recognition (SLR) [8], [9]. The ML or DL techniques are 
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implemented for the automatic recognition of sign language gestures to minimize communication gap with 

these people.  

Various researchers design the new approaches for SLR from the advantages of existing approaches 

to enhance the model’s performance [10], [11]. The SLR techniques are performed to enhance the efficiency 

of the model through minimizing the processing time, developing reliable databases, enabling quality 

enhancement. As an outcome, automatic SLR approaches are required to translate signs into equivalent text 

or sound without an assistance of translators [12], [13]. Mostly approaches are divided into two types; 

initially, the approach depends on hand shape as well as gesture movement. Then, the approaches depend on 

the sequence of image for every SLR. The researchers have introduced the SLR techniques for various 

languages such as Indian, Chinese, American, and German sign language. Though various improvements 

have been developed for SLR, still some models have failed to manage the real-time datasets and lack in 

some cases [14]–[16]. Nowadays, noteworthy progressions have been developed in the area of SLR, 

especially through ML approaches. However, attaining the better accuracy and robustness over various sign 

language dataset is challenging. Hence, the motivation of this research is to solve the afore-mentioned 

problem through proposing the blended ensemble ML approaches to improve the effectiveness of SLR. 

Compared to previous works like K-nearest neighbor (KNN), naïve Bayes (NB), random forest (RF), and 

support vector machine (SVM), the proposed blended ensemble ML approaches attain better accuracy and 

generalizability, representing the enhanced effectiveness.  

Based on the nature of sign language, the researchers utilize various approaches for SLR. Various 

types of SLR are analyzed in this section to eliminate the communication gap. Because of the varying nature 

of signs in every sign language, the sign recognition is challenging. Athira et al. [17] introduced the SVM for 

self-determining vision-based SLR approach. The suggested approach had the capability to recognize the 

single and double handed of static as well as dynamic gestures using real-time video of Indian sign language 

(ISL). In that pre-processing stage, skin color segmentation approach was utilized for the ISL extraction. The 

suggested approach efficiently minimized a computational speed to an excessive amount by the utilization of 

Zernike moments frame extraction approach. However, the introduced approach was performed only with 

five static symbols for SLR. Katoch et al. [18] presented the SVM and convolutional neural network (CNN) 

for the classification of sign language. The suggested approach utilized the bag of visual words (BOVW) to 

recognize the ISL alphabets (A-Z) as well as digits (0-9) in real-time video stream. Speeded up robust 

features (SURF) were extracted from the histograms, and images were produced to map the sign with 

consistent labels. A collaborative graphical user interface (GUI) was generated for easy access of SLR. 

However, the suggested approach utilized the large cluster data for enhance the model performance. 

Sharma and Singh [19] developed the robust computer-vision based CNN by depth wise separable 

convolution (DSN) for the recognition of sign language. Initially, the ISL dataset was created from 65 users 

in an uncontrolled environment. Then, intra-class variance in the database was performed by augmentation 

approach to enhance the generalization capability. The CNN was utilized for the process of feature extraction 

as well as classification of ISL sign language. The suggested approach easily solved the determination of 

two-hand ISL gesture problem. But the suggested approach had poor performance in case of determine the 

similar gestures. Natarajan et al. [20] presented the complete DL approach to handle the SLR, production 

tasks, and translation in real-time cases. The suggested approach utilized a MediaPipe library and hybrid 

CNN with Bi-directional long short-term memory (Bi-LSTM) for image and text extraction. Alternatively, 

the sign gesture videos of speech sentences were computed by the utilization of hybrid neural machine 

translation (NMT) + MediaPipe + dynamic generative adversarial network (GAN) approach. Nonetheless, 

the suggested approach in such protocols significantly affected the performance. Nandi et al. [21] introduced 

the CNN integrated with augmentation, batch normalization, dropout, stochastic pooling as well as difGrad 

optimizer for fingerspelling static sign recognition approach for ISL alphabet. The training, testing and losses 

of the suggested approach were attained for multiple separate optimizers, as well as three types of pooling 

approaches. Nonetheless, the suggested approach was futile in detecting the dynamic and real-time signs. 

From this analysis, some limitations have been identified; executed only with the minimum static symbols, 

poor performance, and futile to recognize the dynamic and real-time signs. Based upon this inference, this 

research proposed employs ISL recognition, and the new approach is discussed in detail in the following 

section. The major contributions of this paper are listed as follows: 

− The preprocessing is performed by using data augmentation and data normalization techniques. The 

multi threshold image entropy technique is used for segmentation. 

− In this research, the novel and robust of blended ensemble ML approach is proposed for SLR which is 

utilized in ISL translation system. 

− The proposed method effortlessly challenges a complex problem for determining two-hand gestures of 

ISL with better recognition outcomes over other the existing works. 
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The structure of the paper is arranged as follows: section 2 provides the proposed method. Section 3 

presents the classification using blended ensemble ML techniques. Section 4 provides the results and 

discussion, and section 5 covers the conclusion of this research.  

 

 

2. PROPOSED METHOD 

In this section, the proposed methodology is presented to describe various steps which are carried 

out in this research. The data flows in this proposed method involves collection of data, preprocessing, 

segmentation, feature extraction and classification. Figure 1 shows the process intricate in SLR.  

 

 

 
 

Figure 1. Workflow of the proposed method 

 

 

2.1.  Dataset 

Data acquisition is significant for research works and it is essential for ML development. The one of 

the most significant challenges faced during the research is that there are no benchmark datasets available for 

ISL [22]. Hence, this research tried to physically develop the dataset that comprises of alphabets (A-Z) and 

numerical values (0-9) by utilizing the external web camera. Sign is accomplished by 65 various people 

which consequences in a total of 1690 gestures. From this collected dataset, every image is scaled down from 

a maximum definition of size 256 × 256. Figure 2 shows the samples collected data of both alphabets and 

numerical values. 

 

 

 
 

Figure 2. Sample dataset of hand gesture 

 

 

2.2.  Pre-processing 

In this section, the collected data is utilized as input for the pre-processing. These techniques 

involve data augmentation, and normalization are applied in the collected ISL gestures data. In data 

augmentation, the collected input ISL dataset has only a limited number of samples, hence data augmentation 

is performed to enhance the size of the image samples [23], [24]. The data is enhanced by crating the new 

similar samples through transforming the actual data. The model gets trained utilizing 49,920 images (80%) 

and tested utilizing 12,480 (20%) of the total of 62,400 images. The trained images are augmented by using 

various affine operations such as zooming, rotation, skewing, shearing, height and width shift. As a 

consequence, every image produces 90 new images, hence newly produced images are multiplied into 49,920 

images, which resulted in 4,542,720 images in augmented training data. Then, the augmented data is fed to 

the normalization technique to standardize the input to a larger. 
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The data normalization is utilized to estimate if the data distribution in every input pixel is 

unchanging or regular, alongside faster training convergence. The normalization takes maximum and 

minimum values to set the data in between the range of 0 and 1, respectively. The normalization is calculated 

by using (1): 

 

𝑋𝑛𝑒𝑤 =
X−Xmin

Xmax−Xmin
  (1) 

 

Where, X is the normalized value, Xmin and Xmax are the minimum and maximum of every feature. Then, the 

normalized data is forwarded for the segmentation process. 

 

2.3.  Segmentation 

In this section, the pre-processes output is utilized as input to segment the image data. Image 

segmentation is an approach for extracting a target object from the background. The pre-processed data are 

classified according to the threshold value and depicted as single and multi-threshold segmentation. Hence, 

this research uses the image segmentation which is based on maximum entropy values. This model is utilized 

to validate the optimal threshold value, as well as is used to optimize the data presented in the background. 

Hereafter, an identification of image greyscale is accomplished to extract the targeted areas and the greyscale 

image range is explained as [0, 𝑁 − 𝑀]. The pixels which embrace a greyscale value are considered as 

targeted area (𝑇) and background area (𝐵). These two areas involve randomness, which is then combined 

with possibility concentrations represented in (2) to (4):  

 

𝐸(𝑇) = − ∑
𝑃𝑘

𝑃𝑙

𝑡
𝑖=0 𝐼𝑛 

𝑃𝑘

𝑃𝑙
  (2) 

 

𝐸(𝐵) = − ∑
𝑃𝑘

1−𝑃𝑙

𝑀−1
𝑖=𝑙+1 𝐼𝑛 

𝑃𝑘

1−𝑃𝑙
  (3) 

 

Ψ(𝑡) = 𝐸(𝑇) + 𝐸(𝐵) (4) 

 

Where Ψ(𝑡) is utilized to attain the greater value, and 𝑡 is the optimal threshold value. Hence, a larger 

entropy thresholding approach is utilized for multi-threshold segmentation and the problems in this approach 

are examined as 𝑁 dimensions. Furthermore, the greyscale image values considered to segment the input data 

and then exposed to the 𝑙 + 1 region. An objective function of this approach is provided in (5). 

 

𝑂([𝑡1, 𝑡2, … 𝑡𝑙]) = 𝐸0 + 𝐸1 + ⋯ + 𝐸𝑙 = − ∑
𝑃𝑖

𝜔0(𝑡1)
𝐼𝑛

𝑃𝑖

𝜔0(𝑡1)

𝑡1−1
𝑘=0 + ∑

𝑃𝑖

𝜔0(𝑡1 ,𝑡2)
𝐼𝑛

𝑃𝑖

𝜔0(𝑡1,𝑡2)

𝑡2−1
𝑘=0 + ⋯ +  (5) 

  ∑
𝑃𝑖

𝜔0(𝑡𝑙,𝑀−1)
𝐼𝑛

𝑃𝑖

𝜔0(𝑡𝑙,𝑀−1)
𝑀−1
𝑘=𝑡𝑙

  

 

Where 𝑃𝑖 and 𝜔 is the possibility of greyscale value in 𝑖th image and class. An optimal threshold value is 

determined at the value of 𝑂([𝑡1, 𝑡2, … 𝑡𝑙]), influencing a similar value of 𝑡1
∗ , 𝑡2

∗, … 𝑡𝑙
∗. Still, this segmentation 

owns the efficient segmentation accuracy and the segmented value is fed to the feature extraction process.  

 

2.4.  Feature extraction 

The segmented data is given to the feature extraction to extract features in the dataset. The general 

aim of feature extraction is to reduce the dimensionality and data compaction. Hence, VGG-16 pre-trained 

architecture is used for the feature extraction process. The VGG-16 [25], [26] is the most popular image 

feature extraction employed to extract a large amount of data. The VGG-16 architecture consists of various 

layers such as convolution, fully connected (FC) as well as pooling, also applicable in AlexNet architecture. 

The input size of this architecture is fixed to 224 ∗ 224 pixels, accompanied by a filter size of 3 ∗ 3. At the 

end of this architecture, it involves the activation function which is accomplished for distributing the 

probabilities classes to output layers. In this feature extraction for the proposed method, the initial layer of 

VGG-16 architecture is forwarded to the convolutional layer with 224 ∗ 224 pixel image size. In the rectified 

linear unit (ReLU) activation function, 224 ∗ 224 image size is forwarded by primary stack of two 

convolutions with the appropriate region of 3 ∗ 3. Every layer of this architecture consists of 64 filters and a 

padding is often reserved with a pixel size of 1, whereas stride value is set to 1. A spatial resolution is taken 

in this model, wherein the activation function is dealt with a pooling layer with the stride value of 2 × 2 

pixels. Moreover, in the following step, the outcome is once more forwarded to the convolutional layers and 

later fed to a pooling layer, which is resulted in an outcome of 56 ∗ 56 ∗ 128 pixels. This layer endures the 

final process of convolutional as well as pooling layer. The flatten layer is the located among FC layers, 
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which are then utilized as the convolutional stacks. Finally, the FC layer is performed as an output layer 

which involves 1000 neurons, whereas, the initial two FC layers represent an outcome of 4096 neurons. 

Then, the extracted features are forwarded to the classification process.  

 

 

3. CLASSIFICATION USING BLENDED ENSEMBLE MACHINE LEARNING TECHNIQUES 

In this section, an outcome of extracted features is utilized as input for classifying the various sign 

languages. The ML algorithms-based recognition and classification of sign languages provide a better 

performance. In this classification process, the blended ensemble ML approaches are used for recognition 

and classification of sign language. Ensemble learning is the procedure of integrating various learnings to 

enhance the performance, where every learning approach trains on various subsets of features. The ensemble 

learning performance belonging to the working style and capability of the selected base classifiers. Ensemble 

learning models endeavor to enhance predictability through combining the various approaches into highly 

dependable individual model. The detailed information about this blended ensemble approach is described.  

 

3.1.  K-nearest neighbor 

The KNN [27] algorithm is unpretentious and easy-to-implement when compared to the logistic 

regression (LR). The aim of this algorithm is to measure the distance among selected point and other points. 

To select the k points with minimal distance, this model creates statistics on classification types of those 

selected k points. The KNN algorithm believes that the objects are similar to each other. The distance is 

mainly calculated by using Euclidean and Manhattan distance, the mathematical formula of these distance is 

formulated in (6) and (7): 

 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒: 𝑑(𝑥, 𝑦) = √∑ (𝑥𝑘 − 𝑦𝑘)2𝑛
𝑘=1  (6) 

 

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒: 𝑑(𝑥, 𝑦) = √∑ |𝑥𝑘 − 𝑦𝑘|𝑛
𝑘=1  (7) 

 

where 𝑥𝑘, 𝑦𝑘- 𝑘th dimensional values of the two points which are utilized in dimensional space. 

 

3.2.  Naïve Bayes 

The NB [28] is one of the ML approaches, which utilizes the Bayes theorem to solve the problem 

probability function. To determine the posterior distribution, background knowledge is explained as prior 

distribution, as well as associated with the perceptional data in the procedure of probability function. The 

Bayesian statistics is an approach for determining the data and evaluating the parameters according to the 

Bayes’ theorem, which is expressed in (8) and the 𝑝(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) are estimated by using (9) based on the total 

probability rule. 

 

𝑝(𝑐𝑙𝑎𝑠𝑠𝑒𝑠|𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) =
𝑝(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠|𝑐𝑙𝑎𝑠𝑠𝑒𝑠)𝑝(𝑐𝑙𝑎𝑠𝑠𝑒𝑠)

𝑝(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)
 (8) 

 

𝑃(𝐵) = ∑ 𝑝(𝐴𝑖)𝑃(𝐵|𝐴𝑖)𝑛
𝑖=1   (9) 

 

Eventually, the probability depends on a particular group and the greater value is taken as 

classification outcome. There are various types of NB such as Bernoulli, multinominal and Gaussian NB, 

which differentiate the feature vector as discrete or continuous. The Bernoulli NB classifier is suitable in a 

situation where the feature vectors imitate to the Bernoulli distribution such as binary distribution. The 

multinomial NB classifier is applicable for the discrete feature vector and imitates the multivariate 

distributions. Finally, the Gaussian NB is employed only once the feature vectors have continuous variables 

and imitate or estimate to the actual distribution. 

 

3.3.  Random forest 

RF [29] is an illustrative ensemble learning approach that depends on strategies of the bagging 

family. The RF utilizes decision tree (DT) as base learners and develops various DT by utilizing the sampling 

approach without placement. The RF is an approach for aggregating or even bagging data which is deployed 

to minimize a significant parameter of the variance in the output. In classification process, each tree considers 

the output as the classes and the classes with greater number of outcomes are selected as final output. The test 

samples acquire outcomes on every developed DT as well as estimate the test sample category by the voting 

strategy. At the working of RF, various samples are arbitrarily chosen to develop the number of DT, while in 
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the procedure of DT development, the selected features and its split nodes are arbitrary. For the classification 

task, the output of RF is the class selected by the majority of the class. 

 

3.4.  Support vector machine 

SVM [30] is widely used for the problems of classification, detection as well as regression. SVM is 

the most energy efficient as it utilizes the subset of training points in decision function. The SVM employs 

efficiently in high-dimensional feature vectors, hence hyperplane dimensions are often less than 1 in feature 

vector. The process of identifying the desired hyperplane is determining a maximum margin. The purpose is 

to enhance the margin for improving the robustness, as well as for reducing the classification’s error rate. The 

sample points which determine a greater margin are known as support vectors. The SVM is used for making 

predictions and is essential for fit on sparse data. The goal of SVM is to classify the sample into one or more 

classes through the extension that specifies to the multi-class problem. There are a number of hyperplanes 

that discriminate the two classes; however, the aim is attained by identifying an optimal separating 

hyperplane which places outermost from both classes.  

 

 

4. RESULTS AND DISCUSSION 

This section illustrates the results and discussion of the proposed method for SLR. The proposed 

method for SLR is executed by utilizing the platform of python 3.8 with Windows 10 OS, 16 GB RAM with 

intel-i7 processor. The proposed blended ensemble ML approach is analyzed based on various assessment 

metrics named accuracy, precision, recall, and F1-score. The mathematical expressions of these metrices are 

expressed in (10) and (11). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (10) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  

𝑇𝑃

𝑇𝑃+𝐹𝑃
 (10) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (12) 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  

2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 (11) 

 

Where TP is true positive, TN is true negative, FP is false positive, and FN is false negative. 

 

4.1.  Performance analysis 

In this section, the effectiveness of the proposed method for SLR is analyzed by using the standard 

dataset. Tables 1 to 3 show the outcomes during segmentation, feature extraction and classification for SLR 

on ISL dataset. The performance metrices named accuracy, precision, recall, and F1-score are utilized to 

estimate an effectiveness of the proposed method.  

Table 1 shows the multi-thresholding outcomes with various segmentation techniques for SLR on 

ISL dataset. The multi-thresholding attains better performance as compared to the existing methods with 

various assessment metrices. The existing works such as like Otsu thresholding are compared with the 

proposed multi-thresholding technique. The suggested multi-thresholding technique attains the accuracy, 

precision, recall, and F1-score of 99.57%, 0.92, 0.95, and 0.99, correspondingly these results show effective 

outcomes. 

 

 

Table 1. Performance analysis for segmentation 
Methods Accuracy (%) Precision Recall F1-score 

Edge-based 91.23 0.82 0.84 0.88 

Region-based 93.06 0.83 0.88 0.90 

Adaptive thresholding 95.28 0.86 0.91 0.93 
 Otsu thresholding 97.38 0.90 0.93 0.96 

Multi-thresholding 99.57 0.92 0.95 0.99 

 

 

Table 2 presents the VGG-16 architecture with various pre-trained models for SLR on ISL dataset. 

The VGG-16 attains superior performance as compared to the existing methods with various assessment 

metrices. The existing works such as like ResNet50, ImageNet, InceptionNet and ALexNet are compared 

with the proposed technique. The proposed VGG-16 technique simultaneously attains the accuracy, 

precision, recall, and F1-score of 99.57%, 0.92, 0.95, and 0.99 and these results shows effective outcomes.  

Table 3 exhibits the result of the proposed Blended Ensemble ML method with various 

classification models for SLR on ISL dataset. The proposed approach attains significant performance as 

compared to the existing methods with various assessment metrices. The existing works such as like KNN, 
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NB, RF, and SVM are compared with the proposed blended ensemble ML technique. The proposed method 

attains the accuracy, precision, recall, and F1-score of 99.57%, 0.92, 0.95, and 0.99, respectively. The 

blended ensemble ML method accomplishes effective outcomes when compared to individual approaches. 

 

 

Table 2. Performance analysis for feature extraction 
Methods Accuracy (%) Precision Recall F1-score 

ResNet50 94.29 0.85 0.89 0.93 

ImageNet 95.03 0.87 0.91 0.94 

InceptionNet 96.29 0.88 0.93 0.96 

AlexNet 98.47 0.91 0.94 0.97 

VGG-16 99.57 0.92 0.95 0.99 

 

 

Table 3. Performance analysis for classification results on ISL dataset 
Methods Accuracy (%) Precision Recall F1-score 

KNN 95.74 0.86 0.90 0.94 

NB 96.38 0.87 0.92 0.95 

RF 97.34 0.88 0.93 0.97 

SVM 98.98 0.91 0.94 0.98 
Blended Ensemble ML 99.57 0.92 0.95 0.99 

 

 

4.2.  Comparative analysis 

Table 4 presents the comparative results of the proposed work with existing works. The proposed 

blended ensemble ML is validated with method, datasets, accuracy, precision, and recall for ISL dataset. The 

existing works such as [17], [19]‒[21] are used to analyze in contrast to the proposed method. 

 

 

Table 4. Comparative results of proposed work with existing work on ISL dataset 
Methods Accuracy (%) Precision Recall F1-score 

SVM [17] 90.1 N/A N/A N/A 

CNN-DSC [19] 92.43 0.89 0.94 0.98 
VGG-16+Bi-LSTM [20] 98.56 N/A 0.9843 0.9758 

CNN [21] 99.36 N/A N/A N/A 

Proposed blended ensemble ML 99.57 0.92 0.95 0.99 

 

 

4.3.  Discussion 

This section illustrates the limitations of existing works and explains how the proposed method 

overcomes such limitations. The limitations of the existing works such as SVM [17] only performed with the 

5 static symbols for SLR. SVM-CNN [18] utilized the large cluster data for enhancing the model’s 

performance. The CNN-depth separable convolution (DSC) [19] had poor performance in case of recognition 

of the similar gestures. CNN [21] approach recognized only the static signs. However, the proposed blended 

ensemble ML method tackles these limitations. The proposed attains better results and accomplishes an 

accuracy of 99.57%, precision of 0.92, recall of 0.95, and F1-score of 0.99. On the other hand, the existing 

work CNN-DSC [19] attains the accuracy of 92.43%. Thereby, the existing works exhibit poor performance 

in contrast to the proposed blended ensemble ML method.  

 

 

5. CONCLUSION 

The aim of this research is to accomplish the real-time recognition of alphabets and numerical 

values in ISL by providing the image processing-based recognition method. Hence in this research,  

the blended ensemble ML approach is introduced for ISL recognition and classification. In this introduced 

method, the blended ensemble learning involves four main ML approaches such as KNN, NB, RF, and SVM. 

As a result, this research enhances the SLR accuracy, as well as minimizes the model’s computational 

complexity by utilizing the effective blended ensemble ML approach. The efficiency of the model which is 

trained and tested on the ISL collected dataset is studied. The experimental results reveal that the proposed 

method accomplishes the accuracy of 99.57%, precision of 0.92, recall of 0.95, and F1-score of 0.99 

respectively. In future work, the performance of the proposed method will be enhanced for a number of  

real-time applications. 
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