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 Robotic process automation (RPA) is a cutting-edge technology that provides 

software robots to repeat and mimic the repeatable tasks that a human user 

earlier performed. The use of software robots is encouraging because of their 

cost efficiency and easy implementation. Selecting and prioritizing a 

candidate process for automation is always challenging as all the business 

processes in an organization are not equally suitable for RPA implementation. 

Various studies have highlighted several criteria found in the literature for 

determining, prioritising, and selecting a business process for RPA. 

Nevertheless, there are no set standards for evaluating and analyzing a certain 

process or its tasks to determine whether they may be automated to use RPA. 

This paper aims to develop standard criteria and propose a consistent model 

to select and prioritize candidate process for RPA projects. To assess these 

criteria's applicability in the context of RPA, surveys among subject matter 

experts (SMEs) are used to validate them. Principal component analysis 

(PCA) and correlation are used to identify the top 20 criteria. Naïve Bayes 

algorithm is applied on the collected data for decision-making. The developed 

multi-criteria model exhibits strong precision and recall measures, with 

training and validation accuracy of 96% and 90%, respectively. 
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1. INTRODUCTION  

Industry 4.0 heralds a new era where intelligent human intervention is essential for highly intellectual 

and cognitive tasks, reshaping the landscape of advanced manufacturing and technological innovation [1]. 

Industrial robots have revolutionized industries by replacing human labor in structured activities. Enterprises 

are continually driven to optimize and automate their manual processes, leading to a crucial need for digitizing 

and automating monotonous and repetitive business processes [2]. Robotic process automation (RPA) has 

emerged as a pivotal technology, introducing virtual workforces in the form of software bots [3]. RPA streamlines 

business processes, enhancing efficiency and cutting operational costs by reducing full-time equivalents (FTEs) 

[4]. Leveraging graphical user interfaces (GUIs), RPA automates and interconnects systems, closely emulating 

human-computer interactions (HCIs) without necessitating IT expertise for implementation [5]. RPA's advantages 

include cost reduction, increased agility, improved quality, and enhanced customer satisfaction, all while being 

minimally intrusive [6]. It seamlessly integrates with customer relationship management (CRM) and enterprise 

resource planning (ERP) systems, enabling organizations to focus on more strategic endeavors [7]. By mimicking 

https://creativecommons.org/licenses/by-sa/4.0/
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tasks previously performed by humans, RPA frees up human resources for more cognitive work, fostering 

employee development, customer satisfaction, and skill acquisition [8]. 

However, many large organizations still have numerous non-automated business processes, prompting 

them to consider automating these processes with RPA, which promises significant and rapid returns [9]. RPA 

projects follow the software development life cycle (SDLC), involving analysis, design, development, 

implementation, and testing phases. Traditional analysis methods such as interviews with subject matter experts 

(SMEs) and process documentation analysis are prone to biases and a lack of documentation [10]. This lack of 

standardized approaches for prioritizing and selecting processes for automation with RPA poses a risk of 

economic disinvestment for prospective adopters [11]. Academia and industry are therefore in pursuit of a 

multi-criteria model for successful RPA implementation [12]. This paper aims to address this gap by proposing 

standardized criteria for process selection, enabling practitioners and researchers to identify suitable business 

processes for RPA implementation . 

RPA offers software solutions for automating repetitive and labor-intensive tasks within business 

processes. Through software scripts, digital bots can access uniform resource locators (URLs) and system 

applications to view, extract, and process data [13]. Process discovery techniques, such as extracting user 

interface (UI) logs, facilitate RPA implementation [14]. Existing case studies in various industries have 

primarily focused on volume and complexity when selecting processes for RPA, but the lack of standardized 

criteria poses challenges [15]. Without well-defined criteria, there is an increased risk of project failure and 

hindrance in realizing RPA benefits [16]. Therefore, standardized process selection methodologies are crucial 

for maximizing the potential benefits of RPA and mitigating risks associated with process automation [17]. 

This research addresses the challenge of identifying multiple criteria for selecting candidate processes in RPA 

projects. The following conducts a literature review to confirm these as areas requiring further research. The 

subsequent section also emphasizes that the multi-criteria model is trained and validated using a machine 

learning methodology. In contrast to earlier studies, our training model achieves an overall accuracy of 96%, 

indicating a 6% enhancement. 

‒ Literature review and research gaps 

To date, researchers have addressed the challenges by providing suitable measures and criteria for 

picking RPA suitable processes [16]. The literature review focuses on three widely recognized approaches: one 

centered on process quality and characteristics, another reliant on interviews, questionnaires, and discussions 

[17], [18], and the third rooted in process mining. Attributes like stability, error rate, maturity, standardization, 

input and maturity are accessed in process quality criteria as discussed in Table 1. The robotic process mining 

techniques are quite relying and promising to increase RPA appropriateness and suitability [19]. Process 

mining works on event logs or UI logs. The UI logs are trapped and recorded while a human user is interacting 

with the underlying system. These UI logs are used to make process maps. The process maps are further 

analyzed by discovering automatable process. Collection of quality UI logs for process mining algorithms are 

quite difficult. Lack of quality UI logs for each un-automated process, makes this method unsuitable for large 

or medium sized organizations. A popular set of indications, including rule-driven, repetitive, data-intensive, 

high compliance, and validations to choose the right candidate, was introduced by Lacity and Willcocks [7]. 

Academics and industry professionals rely more on conducting interviews with industry experts, utilizing 

questionnaires and employing discussion-based methods. These techniques are very often used by RPA experts 

in the analysis phase of RPA projects. Many authors contribute valuable insights into the criteria shaping the 

process selection landscape. The best suited characteristics of a process for RPA are rules-based, low 

complexity, repetitive, voluminous transactions (higher number of occurrences), digitization, structured, 

matured, standardized, documented, and interaction with multiple systems [18], [20], [21]. A set of quantitative 

measures based on process based characteristics were proposed including automation rate, execution 

frequency, standardization and maturity [13]. It has been found that business processes with a high transaction 

volume, process maturity, and business rules are appropriate for RPA and can result in great success [12], [21], 

[22]. Furthermore, business processes with low complexity, error proneness, low cognitive requirements, and 

high workload are found to be better candidates for RPA bot installation [23].  

Criteria including duration [2], [24], execution time [13], [21], digitization [23], [25], risk proneness 

[23], limited human intervention and low cognitive requirements [26] are not very promptly discussed in 

literature. These criteria are often overlooked or given less importance in the existing literature on the subject. 

However, they play a crucial role in determining the effectiveness and efficiency of various processes and 

systems. This is the reason duration and cognitive requirements are included in our study. It is essential for 

future research to delve deeper into these aspects to gain a comprehensive understanding of their impact on 

different domains. While these connected works offer insights on evaluating a candidate business process's 

RPA applicability, a systematic procedure is lacking.  

‒ Research targets 
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As such, it is essential to determine an appropriate early procedure in business analysis, to ascertain the 

candidacy. Some of the seventeen-identified criteria, which form the focal points of discussion, are described in 

Table 1. While certain criteria are emphasized consistently across multiple studies, nuances, and variations in 

their importance emerge, highlighting the need for a comprehensive understanding of the diverse factors 

influencing the process selection process. These nuances and variations can be attributed to factors such as 

organizational culture, industry context, and individual preferences. Therefore, it is crucial for decision-makers 

to consider these diverse factors when making process selection decisions to achieve optimal outcomes. This 

research addresses the challenge of identifying multiple criteria for selecting candidate processes in RPA 

projects. However, a very little work has been done on prioritization and selection of automation of processes. 

To access the automation potential of business processes both practitioners and researchers are focusing on a 

one step solution. So, this research along with addressing the challenge of identifying multiple criteria for 

selecting candidate processes in RPA projects also aims to develop a multi-criteria model for organizations to 

better select and prioritize business processes that are best suited for RPA. 

 

 

Table 1. The seventeen-identified criteria from literature 
Process Selection Criteria [2] [12] [13] [18] [21] [22] [23] [24] [25] [26] [27] [28] [29] 

Clear costs      ⚫ ⚫ ⚫  ⚫    

Stability ⚫  ⚫   ⚫ ⚫ ⚫  ⚫ ⚫  ⚫ 

Voluminous transactions  ⚫  ⚫ ⚫ ⚫ ⚫ ⚫ ⚫ ⚫  ⚫ ⚫ 

Multiple systems  ⚫  ⚫  ⚫ ⚫ ⚫ ⚫ ⚫ ⚫  ⚫ 

Rules based  ⚫  ⚫ ⚫ ⚫ ⚫ ⚫ ⚫ ⚫ ⚫ ⚫ ⚫ 

Standardization ⚫ ⚫ ⚫ ⚫ ⚫  ⚫ ⚫ ⚫     

Error prone     ⚫     ⚫ ⚫   

Few exceptions     ⚫ ⚫ ⚫   ⚫    

Execution frequency ⚫  ⚫     ⚫  ⚫    
Automation rate ⚫  ⚫  ⚫         

Process complexity  ⚫  ⚫ ⚫    ⚫    ⚫ 

No. of FTEs     ⚫  ⚫       

Repetitive ⚫    ⚫    ⚫   ⚫  

Structured digital data ⚫   ⚫ ⚫       ⚫  
Maturity  ⚫  ⚫   ⚫     ⚫  

Limited human intervention       ⚫       

Structured data ⚫      ⚫     ⚫  

 

 

2. PROPOSED METHOD 

It's crucial to understand the characteristics of the process and the significance of each element in 

achieving success. In this study, a three-step multi-criteria model is proposed to assess the suitability of a 

business process for RPA. This model involves five steps for identifying and categorizing process suitability 

for RPA. Figure 1 shows the research methodology comprising the multi-criteria process selection model for 

RPA. The research methodology comprises eight steps: 

Step 1. Conduct a literature review to identify RPA process suitability criteria. 

Step 2. Prepare a survey questionnaire for SMEs, including HEI-related processes. 

Step 3. Distribute the questionnaire via social media and emails, instructing SMEs to select one process. 

Step 4. Collect and analyse SME responses to identify trends in process suitability for RPA. 

Step 5. Principal component analysis (PCA) and correlation analysis (CA) criteria selection technique are 

used to finalize the 22 criteria. 

Step 6. Develop multi-criteria process selection models based on literature and survey findings. 

Step 7. Validate and refine models through SME and industry expert consultations.  

Step 8. Document findings and models in a detailed report and present outcomes to HEI administrators, RPA 

practitioners, and researchers. 

The entire questionnaire was developed using the established criteria from the literature review. This 

questionnaire includes the processes like examination, placement, admission, attendance tracking, course 

planning and scheduling, and lesson plan creation. The SMEs are highly skilled academicians (Professors, 

Associate Professors, Assistant Professors, and Research Scholars) from higher education institutions (HEIs) 

and the business world (RPA specialists) as shown in Figure 2. SMEs are required to select one of these 

processes and answer the entire questionnaire with that specific process in mind. A total of 1,007 records were 

retrieved through the questionnaire. 22 different criteria were identified from both the approaches (literature 

review and questionnaire) that could impact the decision for RPA suitability. 

This multi criteria model comprises three sets of criteria including 22 overall criteria for process 

selection and prioritization. The discussion below covers three sets of criteria: process characteristics-based, 

commercial impact-based criteria, and robotic process mining-based criteria shown in Figure 1 model, each 
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essential for evaluating process automation eligibility. The first set of criteria (process characteristics-based 

criteria) consists of 12 criteria, which is based on the behavior and characteristics of a process. The second set 

also consists of 8 criteria that evaluates and determines the commercial impact of RPA implementation in a 

process. The third set comprises two criteria based on robotic process mining technique. Among 22 criteria, 

significant 20 criteria are included in a questionnaire. To access a process for automation potential, a process 

needs to be evaluated against each criterion. The total score of the assessing values will decide suitability of a 

process for RPA. 
 

 

 
 

Figure 1. Multi-criteria model for RPA process selection, source: self 
 

 

 
 

Figure 2. Demographic analysis of SMEs 
 

 

2.1.  Process characteristics-based criteria 

To assess these process selection criteria several behaviour aspects of a process need to be assessed. 

Like to check whether a process is repetitive and rules based. One has to count the no of repetitive tasks. As 

RPA can only be beneficial, if a process has repetitive and monotonous tasks. Is there any human intervention 

while performing the tasks in a process? Is the process consists of well-defined rules or not. A voluminous 

process, if gets automated makes it more cost-effective. As RPA is a costly solution so it is always 

recommended that the process that undergoes for RPA has to be standardized, structured and error-free. If the 

rules of a process often change, then that process are least suitable for RPA. So, it is very necessary to ask how 

long a particular process gets executed without any changes and error. A stable, mature and standardized 

process is most suitable for automaton. So, a count, or a scale or any weighing factor should be provided to get 

the final score for all the process characteristics-based criteria as discussed in Table 2.  

 

2.2.  Commercial impact-based criteria 

The second set of criteria is referred to as CI based criteria as discussed in Table 3. This criterion can 

specify how much gain an organization will receive, if its process is automated through RPA. These criteria 

cannot only be answered by stating yes or no. It also includes interval or ratio values. For instance, the criteria 

‘multiple systems involved’ cannot be answered by yes or no. Rather it can be answered with a constant number 
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like, no of multiple systems or applications are involved to complete a given tasks in a process. So, if a process 

involves interaction with multiple systems has high chances of repetition of data like copying from one system 

and pasting it in multiple applications or systems, requires manual effort and hence, making it more feasible 

for RPA. All the commercial impact-based criteria have a high impact in terms of increasing business value, 

because if a process is automated by assessing these criteria, the productivity will be increased thereby reducing 

the FTEs and it will increase the business values of a process. That’s why all the criteria are accessed so as to 

increase the commercial impact on a process. 

 

 

Table 2. Process characteristics-based criteria 
Assessment criteria 

Repetitiveness (REP) 

Rule based (RULE) 

Process Stability (P_STAB) 

Maturity (P_MAT) 

Standardization (STND) 
Error-proneness (EP) 

Voluminous (VOL) 

Structured (STRUC) 

Scalability (SCALE) 

Cognitive (COG) 
Lifetime of a process (LP) 

No. of hours (HOURS) 

 

 

Table 3. Commercial impact-based criteria 
Assessment criteria 

Data accessibility (DA) 
Manual effort and time savings (ME) 

Crucial business process (CBPS) 

Multiple systems involved (MSI) 

Human intervention (HI) 

Adherence and compliance (AC) 
Enhanced productivity (EP) 

Duration (DUR) 

 

 

2.3.  Robotic process mining-based criteria 

Process mining is a technique to mine a process to extract important insights about the real enactment 

of a business process. Process Mining works on event logs or UI logs and produce business process models 

that describe the behavior of a process. To produce an accurate process model, the UI logs should be very 

accurate so that the task can be replicated by following the user interactions recorded by the UI logs. A UI 

Action logger [30] will be required to store the UI logs for automated discover of process models. These process 

models are further used to prioritize and select a business process for automation via RPA. Process 

documentation will also help in prioritization of candidate processes for RPA implementation. So, the 

availability of high-quality UI logs and Textual process documentation as discussed in Table 4 are required to 

access the process against these criteria. UI logs and process documentation may not be maintained for many 

traditional processes; hence robotic process mining-based criteria are not included in the survey questionnaire. 

 

 

Table 4. Robotic process mining-based criteria 
Assessment criteria 

Process documentation (PD) 

UI logs (UIL) 

 

 

3. METHOD 

3.1.  Data preprocessing 

The survey questionnaire distributed across the industry yielded a collection of 1,007 records. These 

records contain responses comprising both ordinal and categorical data. Subsequently, the responses underwent 

a cleaning process and were transformed into a two-class decision-based predictive algorithm. This algorithm 

assigns labels of "yes" or "no" (where "yes" is represented by 1 and "no" by 0), recorded under the column 

titled "candidate business process selection (CBPS)". As described in Table 5, nominal criteria such as REP, 

RULE, P_STAB, P_MAT, and STND have response options of either "yes" or "no". Conversely, criteria like 
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VOL, LP, and HOURS necessitate analysis before being converted into binary values of 0 and 1. For example, 

HOURS (number of hours) is evaluated based on the average duration of a user's engagement in the process. 

Initially, the inputs for this criterion exhibited variations, including outliers and discrepancies, such as some 

users providing input in terms of total hours per week (e.g., 19 hours per week). These inputs underwent a 

cleaning process and were subsequently converted into binary values of 0 and 1. If the number of hours 

increased by 5, it was assumed to be automatable and therefore assigned a value of '1'. 

 

 

Table 5. Finalized process assessment criteria for process selection and prioritization in RPA 
Criteria type Criteria name Description Score value Total score 

Process 

characteristics-

based 

characteristics 

criteria 

Repetitiveness 

(REP) 

Are there tasks that you perform regularly, involving the 

same set of actions? 

Yes:1 

No: 0 

1 

Rule-based nature 

(RULE) 

Are there tasks or processes in your role that follow clear 

and well-defined rules or guidelines, making them 

suitable candidates for automation through rule-based 
decision-making? 

Yes:1 

No: 0 

1 

Process Stability 

(P_STAB) 

How often do the processes you're involved in undergo 

changes or modifications? 

Yes:1 

No: 0 

1 

Process Maturity 

(P_MAT) 

Are the administrative processes you're involved in well-

documented, standardized, and actively improved? 

Yes:1 

No: 0 

1 

Standardization 

(STND) 

Is the process you're evaluating for automation well-

documented and standardized, with clear guidelines and 

procedures that are consistently followed? 

Yes:1 

No: 0 

1 

Error-Prone Tasks 

(ErrorP) 

Are there tasks within your responsibilities that are 

prone to errors due to manual intervention? 

Error-Prone: 0 

Error Free: 5 

1 

Voluminous 

(VOL) 

How would you describe the volume of work associated 

with your current tasks? 

Daily: 1 

Weekly: 5 

Monthly: 2 

1 

Structured 
(STRUC) 

Are the processes you work with well-defined and 
structured? 

If yes then score 
is 1 otherwise 0. 

1 

Scalability 

(SCALE) 

Can the volume of work associated with your tasks be 

easily scaled up or down based on changing demands? 

If yes then score 

is 1 otherwise 0. 

1 

Cognitive 

(COG) 

Does the process you are involved in require complex 

decision-making, critical thinking, or creative problem-
solving that involves a deep understanding of context 

and nuanced judgment? Yes or No. 

If yes then score 

is 1 otherwise 0. 

1 

Lifetime of a 

process (LP) 

How long do you anticipate the process you're 

evaluating for automation to remain relevant and 

necessary within the organization's operations? Please 
provide an estimate in terms of years. 

1 year: 0 

2 years: 5 

>=5 year: 1 

1 

No. of hours 

(HOURS) 

What is the average duration of the process you are 

currently involved in? Please provide an estimate in 

terms of hours or days. 

No. of hours <5:0 

No. of hours>=5:1 

 

Commercial 
impact-based 

criteria 

Data accessibility 
(DA) 

Is the data required for the process readily accessible and 
available in a digital format, making it easy to retrieve 

and use for automation purposes? 

If yes then score 
is 1 otherwise 0. 

1 

Manual effort and 

time savings (ME) 

Are there specific tasks in your daily responsibilities that 

you believe could benefit from automation, resulting in 

reduced manual effort and time savings? 

If yes then score 

is 1 otherwise 0. 

1 

Crucial Business 

Process (CBPS) 

Is the process you're considering for automation 

essential to the core operations and functions of the 

organization? 

If yes then score 

is 1 otherwise 0. 

1 

Multiple Systems 

Involved (MSI) 

How much of the process requires human interaction 

with multiple systems or applications? 

If >3 then 1 

otherwise 0 

1 

Human 

Intervention (HI) 

Can the tasks you perform be executed without any 

human intervention? 

If yes then score 

is 1 otherwise 0. 

1 

 Adherence and 

Compliance (AC) 

Could implementing RPA in the process help enhance 

adherence to regulatory standards, internal policies, and 

best practices, thereby increasing compliance levels? 

If yes then score 

is 1 otherwise 0. 

1 

 Enhanced 

productivity (EP) 

Do you believe that implementing RPA in the process 

would lead to an increase in overall productivity, 

allowing tasks to be completed more efficiently and 

effectively? 

If yes then score 

is 1 otherwise 0. 

1 

 Duration (DUR) How long has this process been in operation within the 
organization? (No. Of Years) 

>=5 Years: 1 
<5: 0 

1 

Robotic 

process 

mining-based 

criteria 

UI Logs Whether the UI logs are available for the concerned 

process. 

Logs Available: 1 

Otherwise: 0 

1 

Process 

Documentation 

Completeness of Process Documentation. Documentation 

Available: 1 
Otherwise: 0 

1 

 Total 22 
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3.2.  Criteria selection 

Following the data cleaning and preprocessing stage, both PCA and CA were conducted for all 20 

criteria, as detailed in Figures 3 and 4. Each criterion exhibited a positive correlation with CBPS. Notably, human 

intervention (HI), duration (DUR), and crucial business process (CBPS) demonstrated correlations ≥0.5 with 

CBPS. Furthermore, human intervention (HI), duration (DUR), multiple system interaction (MSI), and process 

maturity (P_MAT) collectively attained the highest rank (0.835) in the PCA calculations. Repetitiveness (REP), 

RULE, and VOL, alongside HI and DUR, emerged as the top-ranked criteria. Consequently, out of the 20 criteria 

examined, 17 displayed a significant impact on candidate business selection, as illustrated in Figure 4. Attributes 

such as HI, DUR, MSI, P_MAT, REP, RULE, VOL, EP, ME, HOURS, SCALE, P_STAB, AC, ErrorP, DA, 

STRUC, and STND were identified as highly ranked features in PCA criteria selection. Conversely, criteria such 

as lifetime of a process (LP), Cognitive (COG), and data accessibility (DA) exhibited minimal or negligible 

impact on identifying processes suitable for RPA. Nevertheless, given the relative novelty of RPA and the 

resulting lack of awareness within the education domain, capturing information regarding these criteria remains 

crucial for RPA projects. After PCA and CA, the finalized criteria for selecting and prioritizing a process are 

discussed in Table 5. Questions asked in the survey questionnaire and the score value of criteria determines the 

total score for a particular criterion. A threshold value of ‘>=18’ is identified as ‘Automotable’ by the supervised 

naïve Bayes machine learning model.  
 

 

 
 

Figure 3. Correlation matrix among 20 Criteria, source: WEKA 3.8.6 
 

 

 
 

Figure 4. PCA for criteria selection, source: WEKA 
 

 

3.3.  Supervised classification model development 

To maintain simplicity, the supervised classification model is chosen from multiclass classification to 

determine whether a proposed business process is suitable for RPA. The naive Bayes [31] method is one of the 

most widely used classification algorithms in data mining and machine learning. It is predicated on the Bayes 
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theorem, which says that conditional probabilities can be used to calculate the likelihood of an event given the 

occurrence of another specific event. The classification model is applied using the WEKA tool [32]. The collected 

dataset is divided in to two categories training and testing data with a percentage split of 75% and 25%, respectively. 

The training dataset has 747 records, whereas the testing dataset has 256 records. The nominal attribute has two 

class labels (automotable and not automotable) to find out suitability of a particular process for RPA. 
 

 

4. RESULTS AND DISCUSSION 

This research presented a multi-criteria decision-making model to assist academics and RPA experts 

in selecting and prioritizing tasks or routines inside business processes for RPA adoption. This study set out to 

identify 22 unique criteria for evaluation of processes for RPA implementation. But previous studies have only 

examined a limited set of criteria. The characteristics of three distinct process selection approaches are 

combined in this study. The first is based on robotic process mining, the second on process characteristics, and 

the third is based on interviews. Prior research has not included a single set of unified standards that are coupled 

with robotic process mining-based standards. Our method aims to minimize the time and effort needed to find 

good candidates for RPA. The criteria are finalized and then compiled into a questionnaire that is sent to SMEs 

for validation. 1,007 records are gathered from the questionnaire used for the survey.  

The multi-criteria model is trained and validated using a machine learning technique. Compared to 

the prior studies, our training model has an overall accuracy of 96%, which is 6% higher [29]. For this study, 

1,007 professionals have provided insightful suggestions. As RPA is an expensive solution, our research 

indicates that additional criteria should be included when evaluating a process for RPA. For this conclusion, a 

process in its entirety is required. The suggested approach might be useful even in cases where traditional 

processes do not have UI or event logs, which were previously required for process selection. The results of 

training and validation model are discussed in subsequent sections.  
 

4.1.  Training model evaluation 

The naïve Bayes algorithm evaluates the accuracy of the trained classification model. Among the 

selected 20 criteria, a threshold value ">=18" is chosen to determine if a process is automotable or not. The 

class label "automotable" is applied to every record in the dataset that satisfies this threshold value; otherwise, 

the class label "not automatable" is applied. Since naïve Bayes is a supervised machine learning approach, the 

training model's records must be labeled in order for the testing model to easily validate them. In machine 

learning, metrics like accuracy, precision, and recall assess different aspects of model quality. Precision 

measures prediction accuracy for the target class, while recall indicates the percentage of accurate results 

produced by the model. The F score, a weighted average of precision and recall ranging from 0 to 1, reflects 

overall performance. Table 6 presents the outcomes of this naïve Bayes classification model. The model has a 

96% overall accuracy with good precision and recall measures as shown in Table 6. A higher F1- score specifies 

good accuracy of the training model. The confusion matrix depicted in Figure 5 has a true positive (TP) rate as 

96%. It means 516 processes are correctly identified and 14 are wrongly identified by this model.  
 

 

Table 6. Metrics’ results of multi criteria training model, source: WEKA 
Accuracy of the classification training model Precision Recall F-Score TP Rate FP Rate 

96% 0.960 0.960 0.960 0.960 0.058 

 
 

 
 

Figure 5. Confusion matrix of multi criteria training model, source: WEKA 
 

 

4.2.  Validation of the multi criteria model 

The proposed multi-criteria model is validated with 256 records collected from the survey. These 

records are tested against the training model with naïve Bayes machine learning algorithm. Table 7 presents 

the results of validation of the trained multi-criteria model. It can be seen that the overall testing accuracy of 

the ML model is 90% with upright precision and recall measures. The validation model is evaluated on WEKA. 

The classified instances are shown in Figure 6. 25 processes are incorrectly identified with a TP rate of 0.902. 

The results can be improved with more process instances. 
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Table 7. Accuracy of the classification model on testing data, source: WEKA 
Accuracy of the classification training model Precision Recall F-Score TP Rate FP Rate 

90% 0.916 0.902 0.899 0.902 0.163 

 
 

 
 

Figure 6. Confusion matrix of multi criteria testing model, source: WEKA 
 

 

5. CONCLUSION 

This study set out to develop a multi-criteria model for decision makers in evaluating candidate tasks 

or routines within processes for automation using RPA. This model is based on 22 criteria to determine their 

automatability. This research has two main contributions. Firstly, this study synthesizes the understanding of 

process automation criteria that previously exists in literature. This was done by identifying a group of traits 

or specifications of different processes and categorized them in to three steps through literature review and 

survey questionnaire. Secondly, an analysis of the responses from RPA experts results in the creation of a list 

of process automation criteria. These three sets of criteria are i) process characteristics-based, ii) commercial 

impact-based, and iii) robotic process mining-based. These three sets of criteria can be used to evaluate business 

processes in order to identify potential RPA candidates. Criteria such as LP, COG, and DA are proven to be 

less effective. It has been observed that criteria like CBPS, DUR, and HI are extremely beneficial in RPA 

outcomes. After coming up with the final set of criteria, the authors created a framework to help future 

researchers and practitioners. This study contains vital information that professionals may use to prioritize 

which process to automate, but academics can now identify which areas warrant additional research. Every 

criterion in this study is centered on RPA projects that are on their early stages of development phase. There 

are a few more noteworthy limits to this study. First, a literature review was conducted; nevertheless, even with 

a strict approach, it's possible that some pertinent researches were overlooked. Second, RPA cannot yet be 

regarded as a mature topic in literature because it is a relatively new technology. As a result, the writers have 

made do with what has been made accessible thus far. Lastly, it was difficult to locate individuals with a high 

degree of subject area competence. A couple of suggestions for future work paths are made in light of the 

limitations. First, the authors are already exploring and evolving this investigation by creating a multi-criteria 

decision-making model. Further responses from finished RPA projects are anticipated in the future, which will 

be used to improve and assess the suggested multi criteria model even more. Second, there is still more research 

to be done on how RPA might be integrated with other technologies. AI and ML to be used with RPA to 

enhance the cognitive capability of RPA. Finally robotic process mining technique should be in consideration 

to assess the suitability of RPA projects for automation. It is also intended to assess how well the model and 

the criteria predict RPA projects in other industrial domains such as finance, auditing and education.  
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