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For the past two decades, heart disease has been classified as one of the main
causes of mortality globally. Fortunately, most researchers focused on data
mining techniques, which play an important role in accurately predicting
heart disease to develop their models. In this paper, by combining particle
swarm optimization (PSO) and modified random forest (MRF), a new approach
(PSO-MREF) is proposed to predict heart disease. The main purpose is to select
the important features after the bootstrap method for each decision tree in the
random forest, and then optimize the MRF by the PSO algorithm. The experi-
ments are carried out using the publicly accessible UCI heart disease datasets.
Thorough experimental analysis demonstrates that our approach has outper-
formed the random forest algorithm as well as many other classifiers. This model
helps doctors and researchers improve the diagnosis and treatment of heart dis-
ease, resulting in more prompt, accurate patient care.
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1. INTRODUCTION

Heart diseases are the leading cause of death worldwide, and their incidence continues to rise [1]. The
main causes of heart disease are narrowing or blockages in the coronary arteries, which provide blood to the
heart [2]. The World Health Organization reports that close to 23.6 million people die from cardiovascular
illnesses, with coronary heart disease and cerebral stroke accounting for 82 percent of these fatalities [3]. It
has been estimated that, more than 30 million individuals would die from heart disease by 2040. Moreover,
according to the American Heart Association, approximately 121.5 million adults in the United States suffer
from cardiovascular disease [4]. Thus, it is critical to apply data mining and machine learning approaches to
predict the probability of developing heart disease to help physicians and clinicians, who face several challenges
in precisely and rapidly detecting heart disease. Besides, many researchers have conducted experiments to help
doctors make decisions for heart disease prediction using machine learning techniques such as random forest
[51, support vector machine, and K nearest neighbor [6]. However, when these classic algorithms are employed
alone, they typically perform worse than when they are adjusted, either by improving the algorithm in question
using meta-heuristic algorithms such as particles warm optimization (PSO) [7] and genetic algorithm (GA) [8]
or by adding an additional step in the algorithm process that you would like to improve, for example as in our
case, the random forest algorithm. Consequently, this work aims to employ the PSO algorithm to optimize
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the modified random forest (MRF) approach, which will be discussed later. The paper’s main contributions
include determining the model’s most effective hyperparameters, such as the number of estimators, maximum
depth, and minimum number of samples required to divide a node. In addition, feature selection based on
correlation was used in the random forest method. Finally, numerous metrics are employed to evaluate the
proposed approach.

The rest of this study is organized as follows: section 2 outlines the related works. Section 3 offers the
methodology of the proposed PSO-MRF model for heart disease prediction. Section 4 presents experimental
results along with a discussion. Section 5 provides a conclusion and proposals for further work.

2.  RELATED WORKS

This section reviews several machine learning algorithms for predicting heart disease. Recently,
Asadi et al. [9] introduced a novel and extremely effective cardiac disease prediction model based on multi-
objective PSO and random forest, utilizing a diverse dataset. However, the classification accuracy of their
proposed approach needs to be further enhanced. In the same context, Latha and Jeeva [10] enhanced the accu-
racy of heart disease risk prediction using several classifiers. Similarly, a novel method has been proposed for
heart disease classification using rough sets and fuzzy rule-based classification with an adaptive genetic algo-
rithm, the experiments were done with the publicly available University of California Irvine (UCI) heart disease
datasets [8]. Furthermore, three attribute selection approaches were used to extract the best set of features from
the cleveland heart dataset for different machine-learning models [11].

Moreover, Kadhim and Radhi [12] presented an early detection technique for heart disease that em-
ploys machine learning techniques such as random forest, support vector machines, K-nearest neighbor, and
decision tree. Also, according to Henni et al. [13], two approaches for coronary artery disease prediction
are proposed: the first optimizes a random forest model by hyperparameter adjustment. The second approach
employs case-based reasoning (CBR) methodology. According to Ozcan and Peker [14], the classification and
regression tree (CART) algorithm was used to detect cardiac disease and generate decision rules for clarifying
correlations between input and output information. Additionally, a quantum machine learning-based ensemble
learning method for heart disease prediction was developed [15]. The authors reported that quantum-enhanced
machine learning algorithms outperform traditional techniques for diagnosing heart failure. In addition, the best
first search was used to determine the most significant features, followed by seven machine learning algorithms
for modeling, among these seven, the random forest gave the best accuracy, which is 90% [16].

Similarly, an effective machine learning-based detection system for identifying heart disease was cre-
ated employing six machine-learning algorithms [17]. The experiments were conducted using datasets from
the Cleveland and IEEE Data ports. The soft voting ensemble classifier approach was used for all six mod-
els on both datasets, resulting in accuracies of 93.44% and 95%, respectively. Moreover, two classifiers for
heart disease prediction such as the random forest classifier, and the XG Boost classifier, were developed and
enhanced using hyperparameter optimization techniques such as grid search, randomized search, and genetic
programming (TPOT classifier) [18]. Besides, K-nearest neighbor and random forest are utilized to classify
individuals as having heart disease or not [19]. The prediction accuracy of K-nearest neighbor is 86.885%,
whereas the random forest technique is 81.967%. In the same context, Spencer et al. goal in [20] was to find
a combination of filter and classification approaches that perform well together to improve heart disease pre-
diction. The authors reported that using Chi-squared feature selection with the Bayes Net classifier resulted
in the best accurate model (85.0% accuracy, 84.73% precision, and 85.56% recall). As you will have under-
stood, most of the aforementioned articles, along with articles [21]-[24], emphasize the importance of feature
selection to improve model performance.

Hence, according to this literature, we noticed a weakness performance in these studies as well and
one of the most commonly used approaches is random forest, which has several advantages. Nevertheless, this
approach can be further improved by using meta-heuristic algorithms or revising its procedure. In this work,
we selected the features most correlated with the target variable for each decision tree of the random forest and
then we used the PSO method to determine the optimal max-depth, the min samples split, and the n-estimators
for the MRE.
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3. METHOD
3.1. Data collection and pre-processing

For the present study, we worked with the cleveland dataset from the UCI machine learning repository.
The original dataset contains 76 raw variables and 303 rows, however, only thirteen features and one attribute
as an output class are commonly utilized to predict cardiovascular disease [25]. The original class value was
a multi-class variable with a value range of 0—4. The 0 value indicates the absence of heart disease, whereas
values 14 indicate the existence of heart disease and its stage. We converted the class value from a multi-class
variable to a binary-class variable, as done in [26]. As shown by Table 1, the details of the patients show that
they are aged between 29 and 77 in the data range column, along with other relevant information. Furthermore,
after the data collection step, we did the preprocessing data which is the most crucial step before applying the
proposed model since it would eliminate missing values and duplicates, allowing the different machine-learning
algorithms to produce more accurate predictions. In this instance, we used a standard scaler since it is the most
effective approach employed in the suggested study to normalize the data into common scales.

Table 1. Feature description

Number  Feature name Description Data range

1. age age in years [29,77]

2. sex Gender O=female, 1=male

3. cp Chest pain type I=typical angina, 2=atypical angina, 3=non-
anginal pain, 4=asymptomatic

4. trestbps The blood pressure levels during rest [94,200]

5. Chol Serum cholesterol in mg/dl [126,564]

6 fbs The blood sugar levels while Fasting O=false, 1=true

7 restecg Resting electrocardiographic results O=normal, 1=having ST-T abnormality,
2=showing probable or definite left ventricular
hypertrophy

8. thalach Maximum heart Rate attained [71,202]

9. exang Angina caused by physical activity O=no, 1=yes

10. oldPeak ST depression resulting from exercise relative to rest [0,6.2]

11. slope The slope of the peak exercise ST segment 1=up-sloping, 2=flat, 3=down-sloping

12. ca Number of main vessels (0-3) colored with flourosopy ~ 0-3

13. thal Defect type 3=normal, 6=fixed defect, 7=reversable defect

14. target target(Heart disease) O=absence, 1=presence

3.2. Proposed model

The proposed approach uses the PSO algorithm and MRF to identify and diagnose cardiovascular
disease risk on a real dataset. The following subsection will offer more information on random forests. The
PSO approach is a well-known population-based metaheuristics technique for solving optimization issues [27].
It is inspired by social activities including swarming, bird flocking, and fish schooling. The PSO algorithm
works on the concept that each answer is depicted as a vector known as a particle. Every single particle
is allocated a place in the field of search to investigate the best solutions. Consequently, each particle has
a velocity. During each movement, each particle’s velocity and location are updated depending on its own
experiences and those of its neighbors. The particle’s best prior position is recorded as the personal best (Pps;),
and the best position acquired by the population thus far is referred to as (Gps:). Based on Py and Gygt, PSO
looks for optimal solutions by updating each particle’s velocity and location. In (1) updates the velocity of
particle k in the swarm at the (i + 1)!" iteration, while in (2) updates the position of each particle k at each
iteration (i + 1).

Vi(i +1) = V(i) + ClrdL (P, ; — X (i) + C2rd2(Gisri — Xi(i)) M
Xp(i+1) = Xg(i) + V(i + 1) ?
Vie(i +1) = wVie(i) + Clrd1(Pyy ; — Xi(i)) + C2rd2(Ghst,i — Xk (i) ©)

Where, V;,(i + 1) stands for particle k’s velocity at the (i + 1)** iteration, X}, (i) represents the particle’s
position, w is the inertia weight employed to balance the local and global exploitation, cl and c2 are the real
acceleration coefficients that control how much the global and individual best positions should influence the
particle’s velocity, and rd1 and rd2 are uniformly distributed random numbers in the range 0 and 1, used to
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preserve a suitable level of randomness. Moreover, multiple decision trees are constructed in a random forest
classification utilizing diverse random subsets of the data and attributes. In the present work, we selected the
correlated feature with the target variable for each random subset to generate the corresponding decision tree,
and then the majority-voting approach was utilized to provide a unique output. The proposed model has been
optimized using the PSO technique; as exemplified by Figure 1 which consist of two parts: the first is MRF,
where each tree is accompanied by arrows simulating their processes. The second part is the PSO algorithm,
which optimizes the MRF.

Dataset

l Data Preprocessing and splitting [

[ TestingSet | [ Validation Set | [Training Set ——
PS0-algorithm l/ —
ntree
S o~
Bootstrap Bootstrap Bootstrap
Evaluate the fitness samples Samples Samples
function l l l
Keep personal and Selected Selected Selected
global optimal values Correlated Correlated Correlated
features with features with features with
Update the velocity and T. Variables T. Variables T. Variables
position of each particle
s - -
N
satisfied? / O &
True Tree 1 Tree 2 Tree n
Oplimal Solution > | | }
Class 0 Class 1 Class 0
[ Testing Set ] Classifier -—

Prediction

Figure 1. The proposed model architecture

3.3. Comparison models
3.3.1. Decision tree

It is a tree structure created to solve classification or regression problems. In the tree structure, a
branching node evaluates a characteristic, while the leaf node provides information on an individual class label
[28]. To assess performance using decision tree, we should adopt the following steps [2]: compute the Gini
index; split the dataset and analyze each split, then choose the best split; create a decision tree.

3.3.2. Random forest

Random forest models use ensemble learning to make predictions based on the most frequent results
from several model runs. The user defines the number of independent models, or decision trees, within the
forest. The random forest method relies on a random selection of input data to create distinct trees, which is
known as the bootstrap technique [29]. To get a general idea of the structure of this technique, see Figure 2,
and some details were given in [30].

3.3.3. Support vector machines
Support vector machine is a machine learning technique that optimizes the space between positive
and negative data points closest to the decision hyperplane in an N-dimensional space, especially when there
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are multiple classes to identify [31]. This method is typically used for both linear and non-linear data sepa-
ration [32]. And it recognizes points in one dimension, lines in two, planes in three, and hyperplanes in four
dimensions [28]. Moreover, support vector machine is mathematically expressed as follows:

IfY;=1;cx; +b>=1 4)
IfY; =—-1icx;j+b=<1 ®)
Forallj;Y;(c; +b) >=1 (6)

In the formula, (x) represents a vector point, whereas (c) is both a weight and a vector. As a result, the data in
(4) must always be greater than zero, yet the data in (5) must always be less than zero.

3.3.4. Naive Bayes

The naive Bayes algorithm is a wonderful technique that improves classification accuracy with sta-
tistical and probalistic techniques, making it applicable to diverse datasets. Naive Bayes may address several
issues such as classification, clustering, association, prediction, and estimate [33]. The naive Bayes theorem
relies on the Bayes formula:

P(Ib)P(ft/lb)
P(ft)
Where ft: features; 1b: labels; P(Ib/ft) is the posterior probability of class; P(ft/lb) is the predictor’s likeli-

hood given the class probability; P(Ib) denotes the prior probability of class; P(ft) denotes the predictor’s prior
probability.

P(b/ft) = ©)

Tree N

Prediction N

| Prediction 1 \ \ Prediction 2 l

» Maijority-Voting

Final Decision

Figure 2. The random forest architecture

3.4. Experimental setup

This study uses the appropriate performance evaluation metrics for classification problems, including
accuracy, precision, recall, Fl-score, area under the receiver operating characteristic curve (AUC-ROC), and
geometric-mean (G-mean), to assess the proposed model’s performance. The confusion matrix includes four
classification performance indices. The definitions for these are given below: T,,,; refers to true positive
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(the number of subjects correctly classified as positive); Ti,c4q refers to true negative (the number of subjects
correctly classified as negative); F,,4; refers to false positive (the number of subjects incorrectly classified as
positive); Fj,.q4q refers to false negative (the number of subjects incorrectly classified as negative).

Besides, the previously mentioned evaluation measures are calculated as follows:

— Accuracy indicates the percentage of correctly identified samples in the dataset. The mathematical defi-
nition as in (8):

T osi T Tne a
: 2 ®)

Accuracy =
Tposi + Tnega + Fposi + Fnega

— Precision indicates how many individuals with heart disease were identified by the model as having the
disease, given by (9):
T .
P _ post
rec =

T ©))
post + Fposz’

— Sensitivity/recall was used to calculate the ratio of correctly classified positive samples to total positive
occurrences, which gives (10):

Tposi

Sensitivity(Sensi)/recall = ——————
y( )/ Tposi + Frega

(10)

— The F1 score determines the harmonic mean of the model’s precision and sensitivity (or recall) scores,
given by (11):
2Prec x Sensi
F1-— =—— 11
SOTE = Prec + Sensi an
— AUC-ROC is another evaluation metric that offers an overall measure of the performance of a classifica-
tion model, given by (12):

1 Thosi T
AUC — ROC = - o + e 12
2 (Tposi + Fnega Tnega + Fposi ) ( )

— G-mean is a metric that uses two additional metrics, such as sensitivity and specificity, to get a single
score, given by (13):

G — mean = \/(Sensitivity x Speci ficity) (13)

4. RESULTS AND DISCUSSION

We assessed the PSO-MREF classifier’s performance in predicting heart disease using the cleveland
dataset from the UCI repository. First, after preprocessing the data, we divided it into training and testing
samples in an 8:2 proportion. We divided the training set in an 8:2 ratio into training data and validation data.
Training data is used to train the MRF model, which is then combined with validation data to train the PSO
algorithm, as seen in the flowchart, and testing data is used to evaluate performance. The proposed PSO-MRF
model has been evaluated based on accuracy, precision, recall, fI-score, AUC, and G-mean. Their scores are
summarized in Table 2.

Table 2. Performance metrics of PSO-MRF model

Performance metrics ~ Score (%)

Accuracy 88.52
Precision 86.11
Sensitivity/Recall 91.18
F1-score 90.14
AUC-ROC 93.40
G-mean 87.57
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According to Table 2, we can notice that the PSO-MRF model obtained an accuracy of 88.52%,
demonstrating that it is capable of identifying patients with and without heart disease. The 86.11% precision
means that 86.11% of the patients predicted to be positive for heart disease were positive. The 91.18% recall
rate shows that the model accurately identified 91.18% of all true positive cases of heart disease. The F1-score,
which balances precision and sensitivity or recall, is 90.14%. Furthermore, the ROC-AUC value is 0.9340,
indicating that the PSO-MRF model is highly discriminative. The G-mean score, which accounts for both
sensitivity and specificity, is 0.8757. We evaluated the PSO-MREF classifier’s performance against multiple
machine learning models often used for heart disease prediction, including standard random forest, decision
trees, naive Bayes, and support vector machines. As follows, a comparison of these four models with the
proposed model is made using the first three evaluation metrics given in Figure 3, the precision-recall curve
comparison in Figure 4, and the ROC-curve in Figure 5. All comparisons demonstrated that the PSO-MRF
model outperformed the other approaches used in this work. Accordingly, we summarize the positive findings
obtained based on researching the optimum of different random forest parameters such as max-depth, min
samples split, and n-estimators. As an instance, in our case, the max-depth was assigned 7, the min samples
split was 3, and the n-estimators were 143. As a result, our study found that the PSO-MRF outperformed a
classic random forest algorithm in predicting heart disease. In the end, this work was compared with previous
studies as shown in Table 3.

Model Comparison

N pccuracy
G-mean
- Fl-
0.8 4 1-score
0.6 4
@
4
S
]
0.4
0.2 4
o
PSO-Optimized MRF Standard RF  Support Vector Machines  Naive Bayes Decision Tree
Models
Figure 3. The models comparison
Precision-Recall Curve ROC Curve
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0.8 08

0.6

o
Y

Precision

0.4

14
Fs

True Positive Rate

-~ === Random Guess

0.2 ot —— PSO-Optimized MRF (AUC=0.934)
—— Random Forest (AUC=0.911)

—— Support Vector Machine (AUC=0.914)
g —— Naive Bayes (AUC=0.919)

0.0 —— Decision Tree (AUC=0.803)

0.2 4 —— PSO-Optimized MRF
—— random forest
—— Naive Bayes

— Decision Tree

0.0 1 — Support Vector Machines

0.6 0.7 0.8 0.9 10
Recall 0.0 0.2 0.4 0.6 0.8 10
False Positive Rate

Figure 4. The precision-recall curve comparison Figure 5. The ROC curve comparison
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Table 3. Comparison of this work results with previous studies in terms of accuracy

Study Data Method Accuracy (%)
Enriko et al. [34] The Cleveland heart dataset ~ Weighted k-nearest neighbors 81.90
Rubini et al. [35] The Cleveland dataset random forest, naive Bayes, and logistic regression 84.81
Mohan et al. [36] The Cleveland dataset The hybrid random forest with a linear model 88.40
Dijerioui et al. [37] The Cleveland dataset component analysis and support vector machine 85.43
Latha and Jeeva [10] The Cleveland dataset Ensemble classification 85.48
Dwivedi [38] The Statlog dataset Logistic regression 85
Amin et al. [39] The Statlog dataset Naive Bayes and logistic regression 87.41
Saqlain et al. [40] The Statlog dataset Mean Fisher score-based feature selection algorithm 81.19
(MFSFSA) and support vector machine
Mary and Sebastian [41]  The Cleveland heart and  Naive Bayes classifier, random forest, and random tree 86.8132
two others data were used
Nugroho et al. [42] The Cleveland dataset Support vector machines 88
Proposed model The Cleveland dataset The MRF and PSO algorithm 88.52

5. CONCLUSION

Heart disease is a dangerous disease, by the way, millions of people all around the world are suffer-
ing from heart disease. Hence, an effective heart disease prediction model can play a crucial role in saving
patients’ lives. This paper presents a novel technique to improving the random forest method’s performance.
Indeed, firstly, we focused on determining the features correlated with the target variable from different sub-
sets generated by the bootstrap method for each decision tree in the random forest rather than using a feature
with a weak or no contribution to the decision tree in question. Secondly, we optimized the MRF using the
PSO method to find the optimal max-depth, min-sample split, and n-estimators. Furthermore, the results reveal
that the PSO-MRF model outperformed the four standalone classifiers (support vector machine, naive Bayes,
decision tree, and standard random forest), as well as many other previous studies. When comparing classic
random forest to the proposed method, it is clear that identifying correlated features with the target variable
and selecting appropriate max-depth, min-sample split, and n-estimators significantly impact random forest
performance. Hopefully, this method would make the physician’s task simpler. In the future, this study can be
considerably enhanced by evaluating various meta-heuristic algorithms such as the whale optimization method,
the Antlion algorithm, and the adaptive bee colony algorithm. Additionally, this model can be evaluated on a
variety of additional medical datasets.
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