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Communication between a robot and its user is essential for the execution of
tasks, even more so in a scenario where the robot is designed to assist people
with reduced mobility. This document presents the evaluation of a
conversation script between a human user and a robot for assistance using
pre-recorded responses, for this a methodology with three phases was
proposed and applied: establishment of the training scheme of a
convolutional network that allows recognize user's words for execution of
tasks by the robot, generation of dialogue between the user and possible
interactions with the assistive robot and finally, the measurement of
perception of interface users. Results show a high level of accuracy with
words selected to command the robot, using a convolutional neural network,
with an audio input discriminated in its components mel frequency cepstral
coefficients (MFCCs) and command sets of male and female voices. It was
possible to establish a dialogue model with three scenes to recognize the

residential environment, rename spaces and execute action commands to
move elements. It is concluded the designed instrument is reliable and the
perception of proposed interactive communication interface is good in terms
of usability (effectiveness, efficiency, and user satisfaction).
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1. INTRODUCTION

Both artificial intelligence and robotics have undergone exponential development in recent years,
with various applications in several fields of knowledge. In consideration of [1], the usage of robots is quite
common in the productive sector, but progress has been made recently in the service sector, within [2], [3]
shows the impact produced for society and culture. Inside [3] the changes in the processes of communicative
mediation between man and machines are perceived, considering hybrid options and the need for
transdisciplinary work to find more friendly interfaces for man-machine communication.

Now multiple apps are available for services based in robots. Almeida [1] confirm that robots can
benefit for the tourism. Actually digital agents of travels from organizations such as Expedia and Booking,
are capable of using a pseudo natural language in its communication. Garcia [2] shown applications in
journalism, for example, inside north American media as The Washington Post, The Wall Street Journal,
Forbes and convolutional neural network, and authors propose collaborative work man-machine similar to
the one proposed within the present document. Misses et al. [4] exposes the construction to a robot que
qualifies some parameters present in the human body for process of teaching-learning for a nonnative
language. Inside [5] the use of robots in the health sector, oriented to repetitive or high-risk activities, which
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increased after the pandemic caused by COVID-19, where applications can be found in: telemedicing,
healthcare, telehealth, online counseling, e-Health, home care, logistics, planning, coordination and
communication, virus protection and sanitation, ongoing immunological assessment, job redesign and
reorganization, psychological support, and continuing medical education. In the same sense, Santos et al. [6]
indicates that robotics in this sector can be useful for both employees and customers, the first ones, for
example, to avoid the execution of respective tasks, when carrying out surgeries precisely (with or without
specialist supervision), as well as for controlling medication supply. The latter, for example, with the control
of the administration of medications and by providing emotional support in psychological treatments.

Research by Castillo et al. [5], a service robot is defined as an entity with basic behaviors used for
complex tasks in real environments capable of interacting through interfaces that can be graphical or natural
(language, gesticulation, eye tracking, facial expression, emotional behavior, and language body).
According to Pineda-de-Alcézar [3], human-machine interactions are analyzed at a communicative level. The
ludibot created by [4] integrates verbal and non-verbal communication in human-robot interaction. The
authors affirm that the implementation of robots must be supported by the considerations of the design of
biomedical products and general criteria, such as users, usability, manufacturing, cycle product life, and
safety guidelines for robots for personal use.

The World Health Organization (WHO) [7] reports 1.3 billion people have some major disability,
that corresponds to 16% of the population. Emerging opportunities for the application of robotics to support
healthcare may be reflected in reducing medical costs and increasing convenience for patient users. Many of
them need assistance, according to [6], where they report that the most frequent use of robotics in human care
is therapy and entertainment, and the most used means of interaction between humans and robots is verbal
communication, which is useful in helping the elderly, children and people with a mental health disorder.
Human-robot interaction is an important aspect in the introduction of robots in daily human activities.

According to Schneider et al. [8], the need to break the barrier of the use of robots from academia to
the company is established under the use of social robotics. This field presents developments such as
teaching robots for science explanations in museums [9], robots as receptionists [10], as assistants for
manipulating an elevator [11], or for purchasing items [12]. In all these cases, the use of human-robot
interaction in a practical way is evident, as in [13]. The assistance of robots to people in a support situation,
such as that resulting from the COVID 19 pandemic, which requires them to be isolated, is vital if there are
mobility limitations or the inability to pick up an object. Derived from the above, this work presents the
development of a dialogue model for a care robot in a residential environment that interacts socially with a
user. So, the aim is to assess the usability of the interactive man-robot communication interface designed to
assist people with reduced mobility. Convolutional neural networks have recently been used to improve the
inference of interrogative sentences in dialogues with robots [14], to maintain or follow a dialogue [15], [16]
and in general to allow human-robot interaction by voice commands [17] or conversations [18]. This is why
the dialogue model presented in this work uses convolutional networks to recognize words of affirmation or
denial and action by the user, in actions of carrying and/or bringing specific objects.

The structure of this document consists of a state of the art in the present introductory section,
focusing on the use of robots and human-robot interaction, in section 2 the methodology used is presented
through a flow chart. Section 3 presents the results obtained in the design of the convolutional networks for
the recognition of user orders and the dialogue model for the robotic command, which subsequently allows
us to evaluate and present the usability model of the dialogue. Finally, the conclusions are presented.

2. METHOD

To achieve the project objective of evaluating a proposed model of conversation script between man
and robot under prerecorded responses, a three-phase methodology was used. The first phase corresponds to
the training scheme of its own convolutional network that allows the recognition of the user's base words for
the execution of tasks by the robot. For first phase, the aim is to establish the training scheme for two
convolutional neural networks, for which the starting point is to determine the basic actions that the robot can
execute, and in this case, it will be to assist a person in conditions of reduced mobility or quarantine-type
isolation in a residential environment. The robot's actions will be to carry and bring basic objects such as a
towel, a glass or a medicine, being activated by the word “Robot” and confirming the commands desired by
the user and interpreted by basic affirmation “Yes” or denial “No”. Considering what was pointed out by [2],
artificial intelligence involves the interaction of a user with a robot that, since it is not completely human,
requires mediation software, which transforms it into a more rational than emotional communicative process,
with limited options. For second phase, a script model is established to guide how a user will ask the robot to
carry or bring an object. For this purpose, a minimum interaction is sought in the form of a short dialogue
guided by the robot. For third phase, human-robot interaction is evaluated through the dialogue model
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applied by a group of users. This corresponds to usability phase without the real robotic action, only
conversational one. Which allows users to answer a survey about interaction where they indicate their
perception on a Likert scale. Likert scales are a set of options in which individuals must choose their level of
agreement with a series of statements. They are metrics commonly used in human-robot interaction to
measure perceptions and attitudes [19]. Then, the Cronbach's Alpha value is calculated to verify the
reliability of the survey, which according to [19] it measures the internal consistency of a scale; if its value is
greater than 0.7, it is usually considered acceptable. Finally, an analysis of the answers obtained in each
question is carried out using descriptive statistics.

3. RESULTS AND DISCUSSION
3.1. First phase: Establishment of the training scheme of its own convolutional network that allows
recognizing the user's base words for the execution of tasks by the robot

To recognize the group of selected words that allow the robot to be commanded, which are tabulated
in Table 1, the design of a personalized architecture of a convolutional neural network presented in [20] is
used, which has six convolution layers. For this network, an audio input discriminated in its mel frequency
cepstral coefficients (MFCCs) components is used at a frequency of 16000 Hz. Sets of male and female voice
commands are used in equal proportion; Figure 1 illustrates spectrograms of the “robot carry medicine”
command, in Figure 1(a) the male voice and in Figure 1(b) the female voice.

Table 1. Group of words selected to command the robot
Action Object
Robot -

Stop --
Traer Papel/Toalla/ Vaso / Medicina
Llevar Papel/Toalla/ Vaso / Medicina
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Figure 1. Command robot carry medicine for (a) female voice and (b) male voice [20]

For the recognition of the yes and no response commands, the same convolutional architecture of six
convolution layers is used, but with a database based on these commands, where the response is validated
only if the confidence level obtained at the output of the network is greater than 90%. The use of this separate
network is due to the reduced time and parameter variation presented by yes/no responses, which are
confused with phonemes of longer words and/or phrases when using the same network. Figure 2 illustrates
the confusion matrices of both networks, in Figure 2(a) the results are presented for the commands and in
Figure 2(b) for the responses, in both cases the high level of precision achieved can be observed.

3.2. Second phase: Generation of the dialogue model that will be carried out between the user and the
possible interactions with the assistance robot
The second phase of the methodology corresponds to the dialogue model to be carried out between
the user and the robot. To do this, the robot activation and deactivation conditions are established using the
“robot” and “stop” commands respectively. The initial part corresponds to the robot's ability to navigate the
environment to recognize the spaces in the residential environment in which it will interact, as described in
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[21]. This stage is called “no inicializado”, that is, the robot must explore the residential environment to
identify the spaces where it will move and assign each area a label, for example, bathroom 1, bedroom 2, this
interaction corresponds to the dialogue in scene 1, as follows:

SCENE 1
ESTADO NO INICIALIZADO
USUARIO: Robot
ROBOT: Hola, ;vamos a reconocer el ambiente? Contesta Si 0 No
USUARIO: Si
ROBOT: Reconocimiento finalizado, ¢genero un reporte? Contesta Si 0 No
USUARIO: No
Estado Reposo

SCENE 1.1
USUARIO: Robot
ROBOT: Reconocimiento finalizado, ¢genero un reporte? Contesta Si 0 No
USUARIO: Si
ROBOT: Encontré en el ambiente # espacios, espacio 1, ..., Etc.
ROBOT: ;Desea cambiar de nombre algln espacio? Contesta Si 0 No
USUARIO: No (go to scen 3)
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Figure 2. Confusion matrix of (a) commands and (b) answers

After that, the robot will allow you to reassign names to the spaces to facilitate interaction with the
user in their residential environment. That is, the user will be able to reassign labels to the spaces found, for
example, instead of bathroom 1, main bathroom, instead of bedroom 1, it would be Pedro's bedroom. This
interaction corresponds to the dialogue in scene 2, as follows:

SCENE 2
USUARIO: Robot
ROBOT: Encontré en el ambiente # espacios, espacio 1, ..., Etc.
ROBOT: ;Desea cambiar de nombre algtn espacio? Contesta Si o0 No
USUARIO: No (go to scen 3)
SCENE 2.1
USUARIO: Si
ROBOT: ;Cual es el nombre del espacio que vamos a cambiar? Escoge solo un espacio 1...... Etc.
USUARIO: Espacio #
ROBOT: ;Cual es el nuevo nombre?
USUARIO: Espacio Nuevo
ROBOT: Cambiaré el espacio # por el Espacio Nuevo, ;seguro quieres cambiarlo? Contesta Si o0 No
USUARIO: No
ROBOT: ;Desea cambiar otro nombre de espacio? Contesta Si 0 No
USUARIO: No
ESTADO NO INICIALIZADO
USUARIO: SI
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The final and most recurring scene will be the usual interaction to execute carry and bring action commands,
under the following script:

SCENE 3 (for any command)
ESTADO INICIALIZADO

faieied USUARIO: Robot traer toalla... medicamento, papel...
ROBOT: Con gusto, indique ubicacion
o USUARIO: Bafio

ROBOT: Ubicacion no reconocida, repita por favor **

ROBOT: ;Usted desea traer toalla de bafio... medicamento, papel...?
ROBOT: ;es este comando valido? Si 0 no

USUARIO: Si

USUARIO: No

ROBOT: Por favor repita comando ***

3.3. Third phase: Measurement of the perception of various users regarding the usability of the interface

Taking into account that according to [4] within the considerations of the design of biomedical
products, usability is counted as one of the evaluation criteria for robots for personal use. This criterion will
be applied in this particular case, to evaluate the robot in assisting users in the established scenes. About,
Ferreira et al. [22] affirms that usability is crucial as it is a characteristic of product quality by achieving its
purpose with effectiveness, efficiency and user satisfaction; Its concept was popularized thanks to the
standard 1SO 9241-11:2018 [23]. Also, Albornoz et al. [24] points out that usability has become paramount
for software quality. To evaluate the usability of the user's interaction with the robot, under the established
dialogue model, the model in Figure 3 is proposed, which relates the three usability criteria defined by the
standard 1SO 9241-11:2018 [23] with the variables proposed.

[ Effectiveness
Utilit
Usability | Efficiency
User satisfaction |<

Satisfaction

Figure 3. Robot user conversation usability evaluation model

For this, a preliminary evaluation instrument is generated that corresponds to a user survey that is
applied after using the designed interface in a controlled environment. The survey seeks to know the
perception of users on a Likert scale from 1 to 7, regarding efficiency, effectiveness and finally user
satisfaction regarding the conversation with the robot. Additionally, the voice preference for the robot is
investigated. Table 2 lists the questions, variables and criteria of the survey. This preliminary version of the
instrument was applied to an initial sample of 10 people, obtaining the general results listed in Table 3.

The average execution and response time for the questionnaire was 10 minutes per person. The
value of Cronbach's alpha is 0.7454, so it is considered that the internal consistency of the information
collection instrument designed is adequate. The standard deviation indicates that the data are grouped and
close to the mean value. It is observed that 75% of the questions tend to have a low concentration of values,
that is, they have a platykurtic distribution because their kurtosis is negative and presents atypical data, while
questions with positive kurtosis have a high concentration of values data showing a leptokurtic distribution.
According to the coefficient of variation in the questions, the dispersion and variability is low because the
value is less than 25%, the question that presents the greatest variability is question 4 and the one with the
least variability is question 2, so its deduced that there is a relative homogeneity between the values obtained
and the average is representative.

Based on these results, it was decided to adjust the evaluation instrument in accordance with the
preliminary data, improving its wording, including in the informed consent, to be completed before its
application, the possibility of withdrawing from the test at any time. The laboratory area test was conditioned
in such a way that there was no interference in the sound, given the controlled training conditions of the
convolutional network. On the other hand, the responses from the pilot test had ranges that did not exceed 3,
so a scale of 1 to 7 is not useful, which is why the Likert scale is reduced from 1 to 5.
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Table 2. List of questions, variables and usability criteria
Usability criteria # ask Variable
Efficiency 1 Clarity
Effectiveness 2 Assertiveness
User satisfaction 3 Naturalness
Effectiveness 4 Effectiveness
User satisfaction 5 Satisfaction
Efficiency 6 Ease
Effectiveness 7 Utility
Efficiency 8 Learning
Does not apply 9 Voice
Table 3. Descriptive statistics of the pilot test
P1 P2 P3 P4 P5 P6 P7 P8
Half 6.3 6.7 6.2 5.3 5.9 6 6.5 5.9
Fashion 6 7 6 5 6 7 7 6
Variance 0.41 0.21 0.36 0.81 0.49 1 0.45 0.49
Deviation 0.6749 0.4830 0.6325 0.9487 0.7379 1.0541 0.7071 0.7379
Minimum 5 6 5 4 5 4 5 5
Maximum 7 7 7 7 7 7 7 7
Range 2 1 2 3 2 3 2 2
Kurtosis -0.2830  -1.2245 0.1786 -0.3469 -0.7336 -0.4500 0.57143 -0.7336
Coefficient of variation 10.71% 7.21% 10.20% 17.90% 12.51% 17.57% 10.88% 12.51%

After applying the validated evaluation instrument with the adjustments described above, the
average test time reduced to 5.7742 minutes per person. Table 4 presents the descriptive statistics of the first
eight questions of the final survey. The overall average score obtained was 4.226 out of 5, so the degree of
general satisfaction with respect to the usability of the proposed conversation script between a user and a
robot for assistance, using pre-recorded responses, was 84.52%. Regarding the usability criteria, it is
observed that the degree of satisfaction was 82.58%, 86.02%, and 84.09% in effectiveness, efficiency and
user satisfaction, respectively. Only one of the eight questions obtained a satisfaction level of less than 80%,
which was question 4, which corresponds to the effectiveness variable. This variable obtained the lowest
score because the test does not show the robot executing the tasks. It is observed that the average values of all
the questions are close to each other, evidencing that the data are close to said measure given the low
deviation and therefore are relatively concentrated.

Table 4. Descriptive statistics of the final survey

P1 P2 P3 P4 P5 P6 P7 P8
Half 4.4839 4.4516 4.4516 3.7419 4.0645 4.3226 4.1935 4.0968
Fashion 5 5 5 4 4 5 5 4
Variance 0.3143 0.4412 0.3122 0.7721 0.6410 0.6701 0.6077 0.6035
Deviation 0.5699 0.6752 0.5680 0.8932 0.8139 0.8321 0.7924 0.7897
Minimum 3 3 3 2 3 2 3 3
Maximum 5 5 5 5 5 5 5 5
Range 2 2 2 3 2 3 2 2
Kurtosis -0.7180 -0.3246 -0.8124 -0.4375 -1.4704 0.4808 -1.2887 -1.3465
Coefficient of variation 12.71% 15.17% 12.76% 23.87% 20.02% 19.25% 18.90%  19.28%

With the adjustment of the instrument, a platykurtic flat distribution is obtained because in 87.5% of
the questions the kurtosis is negative, having values that are far from the mean and do not allow a normal
distribution. However, the coefficient of variation indicates that data are relatively grouped because the
values returned are less than 24%, the question 1 has the greatest grouping of the data and the question 4 has
the least grouping. The value of Cronbach's Alpha of the adjusted survey corresponds to 0.8031, this means
there is good internal consistency in the information collection instrument designed, so it is reliable and the
conclusions obtained from its results are valid. Additionally, with respect to question 9, which refers to the
preference of the type of voice for the robot, it is observed that none of the respondents chose the option
male, adolescent or child, 10% of the participants prefer the voice of an adult man, 29% of an adult woman
and 61% of an adolescent woman, so this last result will be used for the final recordings of the dialogues of
the proposed scenes.

Although according to [25], there is no unified model of human cognition and decision making,
cognitive science can be very useful for the design of autonomous systems that interact with humans with
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tools such as: black box methods and theory-based methods, resource-rational decision making, cooperative
cognition and rational speech act (RSA) theory, which could be explored in the future. As future research, it
is suggested to carry out validations with other network architecture models, considering other feature
extraction techniques such as a Fourier or Wavelet spectrogram that can give results in improving voice
identification. It is also proposed to apply the final instrument to a large sample that allows the application of
factor analysis models and the consideration of new evaluation variables and work on human-machine
communication that includes the interpretation of gestures by the robot to assist people with reduced
mobility. As well complementing the usability test with a satisfaction analysis, which turns out to be a
typically subjective task.

4. CONCLUSION

It was possible to efficiently recognize, under a controlled environment, the group of words that
allow the robot to be commanded, using a personalized architecture of a convolutional neural network with
six convolution layers, which gives the possibility of being embedded in a large humber of microcontrolled
systems for devices portable, thus projecting future work in this aspect. A dialogue model was established
between the user and the robot with conditions for activating and deactivating the robot, based on three
scenes: the first seeks for the robot to explore and recognize the residential environment, the second allows
the spaces to be renamed, and the third is intended to executing action commands to move elements. It was
evident that this distribution allows the total interaction of the robot to be covered, from its initial use to
general assistance. The tests show the data collection instrument is reliable and therefore the conclusions
obtained from the analysis of the information collected are also reliable. A general satisfaction level of
84.52% was achieved, and greater than 82% for the usability criteria (effectiveness, efficiency, and user
satisfaction). Concluding that the proposed usability measurement model can be replicated under similar
application conditions. Based on the voice preference of the participants, the use of an adolescent woman's
voice is defined for the final recordings of the dialogues used in the three proposed scenes. Which shows a
degree of familiarity and friendliness of treatment sought by users.
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