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ABSTRACT

Automated speech recognition (ASR) is the process of using an algorithm or
automated system to recognize and translate spoken words of a specific lan-
guage. ASR has various applications in fields such as mobile speech recogni-
tion, the internet of things and human-machine interaction. Researchers have
been working on issues related to ASR for more than 60 years. One of the many
use cases of ASR is designing applications such as digit recognition that aid
differently-abled individuals, children and elderly people. However, there is a
lack of spoken language data in under-developed and low-resourced languages,
which presents difficulties. Although this is not a pivotal issue for highly es-
tablished languages like English, it has a significant impact on less commonly
spoken languages. In this paper, we discuss the development of a Hindi-spoken
dataset and benchmark spoken digit models using convolutional neural networks
(CNNs). The dataset includes both native and non-native Hindi speakers. The
models built using CNN exhibit 88.44%, 95.15%, and 89.41% for non-native,
native, and combined speakers respectively.

This is an open access article under the CC BY-SA license.

Corresponding Author:

Parabattina Bhagath
Department of Computer Science and Engineering, Lakireddy Bali Reddy College of Engineering
Mylavaram, Andhra Pradesh, India
Email: bhagath.2014@alumni.iitg.ac.in

1. INTRODUCTION
Spoken data sets are essential for conducting research in the field of speech processing. This research

involves studying spoken units and developing new features and modeling techniques to address various prob-
lems such as recognition, verification, emotion recognition, and smart interfaces for internet of things (IoT) ap-
plications. To obtain reasonable knowledge, a substantial amount of data is required, including spoken datasets
like vowels, words, digits, numbers, and sentences. Each application requires a distinct dataset for designing
speech models and open-source datasets are preferable as they are freely available to the research community.
However, this requirement is still unmet for low-resource and under-resourced languages, especially Asian lan-
guages like Japanese, Chinese, and various Indian languages. India, with its diverse cultures and languages,
has a unique dialect for each language. Nevertheless, a majority of these languages do not contribute much to
automated spoken language understanding, despite having rich grammar and vocabulary [1].

Mobile speech recognition has developed into an intriguing field that enables users to access several
technical features. Speech processing can assist in giving extra features to portable devices, especially for
people who are physically impaired. The implementation method must be extremely tailored to the language in
order to support the creation of applications. As a result, IoT devices must support natively spoken languages in
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order to accommodate ignorant consumers’ demands. Native spoken languages must be employed with these
technologies in order to make the applications easier for end users to use [2]. Numbers are very important
entities in various applications that includes dialling phone numbers and PIN numbers. Therefore, the digit
recognition problem has a potential impact. However, the problem is marginally addressed in the literature on
Indian languages. In this paper, we developed a Hindi digit dataset and investigated various activation functions
to find the suitable convolutional neural network (CNN) architecture for developing speaker-independent digit
recognition models.

The paper is structured as follows: section 2 describes the previous work on the speech corpus avail-
able in the literature. In section 3, the precise process followed in the work is elaborated. Section 4 discusses
the experimental environment and the results obtained. Finally, section 5 concludes the paper.

2. RELATED WORK
Over the years, hidden Markov models (HMMs) have been widely successful in modeling speech

across different languages. These models have been utilized in the development of speech recognition and
speaker verification systems for Indian languages. However, recent research suggests that deep learning models
are also effective in addressing speech-processing challenges. Tailor et al. [3] introduced a deep learning model
for recognizing spoken digits in the Gujarati language, utilizing CNN in combination with mel frequency
cepstral coefficients (MFCC) as speech features. The study reported an accuracy of 98.7% using a dataset of
2,400 samples [3]. Another survey on Gujarati was carried out by Dalsaniya et al. [4], during which they
created a Gujarati digit database with recordings from 20 speakers.

An isolated digit recognition system that uses multiple features is proposed for the Bundelkhandi
language in [5]. A modified MFCC algorithm is proposed by adding a 1-D median filter in this work. Works
on spoken digit recognition have been found in the Odia language. The authors employed CNN and MFCC for
modeling and feature extraction respectively. The results are encouraging with a recognition rate of 91.72%
for a small dataset with 500 samples [6]. Bengali is the language spoken in the regions of West Bengal, Assam
and a few northeastern states of India and Bangladesh. Sharmin et al. [7] proposed a deep learning-based
recognition system for Bengali digits where authors have observed a 98.37% recognition rate. Another work
on Bangla accent is reported by the authors where HMMs and MFCCs were used for modeling and feature
extraction. A recognition rate of 90% was observed with the approach [8].

Telugu is a widely spoken language in the region of Andhra Pradesh, Telangana and Puducherry.
There are a few works reported on Telugu digit classification. Bhagath et al. [9] developed a Telugu spoken
digit corpus [9] consisting of around 50 speakers and a benchmark model was proposed in [10] that uses HMMs.
In another work of the same authors, a CNN-based recognition model was proposed. The recognition rate was
observed to be 80% and 73% for the HMM and CNN respectively [11]. A phoneme segmentation algorithm
for the Indian-accented English digits was proposed in [12]. The segmentation algorithm finds the boundaries
between the phonetic units in a word.

Kumar and Aggarwal [13] proposed a recurrent neural network (RNN)-based recognition system for
Hindi speech recognition. The approach uses wavelets as the prominent features and is integrated with MFCC
and gammatone frequency cepstral features (GFCC) as the prominent features along with the HMM. In this
work, the dataset collected from 100 speakers was used [13]. Sangeetha et al. [14] addressed the problem of
connected digits of Hindi and Tamil languages using long short-term memory (LSTM) networks and the system
achieved 72% accuracy for Hindi digits. Saxena and Wahi [15] developed a Hindi recognition system using the
HTK Toolkit to build speaker-dependent models. The model proposed by the authors used MFCCs as acoustic
features. The models exhibited an 85% recognition rate on a very limited dataset consisting of 5 speakers [15].
Hussain and Roy [16] proposed a neuro-fuzzy approach for spoken digit recognition for the Hindi language
with a dataset of 4000 samples. The approach was able to recognize the digits in 99% of the cases [16].

Aside from the Indian languages, the problem of digit recognition has also been a challenge in many
other languages worldwide. Wazir and Chuah [17] proposed an LSTM approach for Arabic digit classification.
Their dataset comprised of 1040 spoken Arabic utterances of the digits. The study found that the approach
was successful in 80% of the cases [17]. Other works on Arabic digits can be found in [18], [19]. In addi-
tion to Arabic, research on the Chinese language is also ongoing [20]. CNNs were originally developed for
image-processing tasks, but they have also been applied to various speech-processing problems. The effective-
ness of CNNs for speech recognition depends on three main attributes: pooling, weight sharing, and locality.
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The pooling layer in a CNN enables the network to handle frequency shifts commonly present in speech sig-
nals. Since speech recognition models need to learn from multiple frequencies, weight-sharing mechanisms
can help address this requirement. Additionally, the locality property helps reduce the number of weights nec-
essary for the network [21]. Researchers have introduced various CNN models suitable for speech processing
problems. Li and Zhou [22] proposed a command recognition approach using CNNs, which utilize MFCCs as
the primary features for representing spoken commands. Pereira et al. examined the robustness for keyword
spotting in embedded speech recognition systems using multiple frameworks such as Lenet-5, SqueezeNet, and
EfficientNet-B0. They discovered that SqueezeNet was an efficient model for this task [23]. Wubet et al. [24]
introduced a CNN-LSTM combined model for accent classification, designed for non-native English speakers.

Recognizing digits is an essential aspect of speech processing. However, no recent prominent research
has been found on the Hindi language. Hindi-spoken digit recognition is a well-known problem in the field of
speech recognition. In this paper, we propose a speaker-independent digit recognition model designed using
the Hindi speech data spoken by native and non-native speakers from different parts of India. The next section
describes the detailed methodology of the proposed approach.

3. METHODOLOGY
3.1. Data set preparation

The dataset collection procedure consists of several stages, beginning with training and culminating
in an essential stage called labelling. Initially, a group of speakers was selected from various regions of India.
Following that, the spoken utterances were recorded. The spoken data is then validated for accuracy during
the validation stage. Finally, the data is correctly labelled, resulting in the creation of the final dataset. This
process is summarized in Figure 1. The current dataset contains both native and non-native speakers of the
Hindi language from various states in the Indian subcontinent, including Andhra Pradesh, Telangana, Delhi,
Bihar, Assam, and Madhya Pradesh. The speakers are graduate students from different states in India, between
the ages of 19 and 22, and include both females and males. The recording sessions conducted to collect the
dataset are shown in Figure 2. The format for labelling the data is shown in Figure 3.

Figure 1. Flowchart of the dataset collection

Figure 2. Recording sessions

Figure 3. Labeling the spoken digits

The speaker’s individual identification number, Speaker ID is the first element. The utterance number
of the word is the second component. One of the following strings will be present in this part of the label:
{’0’, ’1’, ’2’, ’3’, ’4’, ’5’, ’6’, ’7’, ’8’, ’9’}. Finally, the utterance number will start with ’00’ and end with
’19’. For example, the first recording for the word ”Zero” of the speaker with id ”19761A05T9” is named
”19761A0568 0 00.wav”. In total, 29,000 voice samples of 10 different digits of 145 different speakers make
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up the data collection. The summary of the dataset is given in Table 1. The data set is made available at the
Hindi data set: https://tinyurl.com/2p8xjwc8.

Table 1. Dataset summary
S. No Attributes Values

1 Number of digits in the dataset 10
2 Distinct speakers 145
3 Sessions held 80
4 Number of utterances 29000
5 Duration of the dataset in hours 16.1

3.2. Feature extraction
The second step in the approach is to extract the essential features from the raw speech signals. The

present approach considers the MFCC feature extraction procedure. Broadly, the shape of the power spectrum
is captured for acquiring the patterns residing in a speech signal. The computation of the required features
starts by first pre-processing the raw speech signal. This step normalizes the speech signals and brings them to
a uniform range of amplitudes. Once the pre-processing is complete, each signal is divided into short segments
of 20-30ms windows. After segmenting, a hamming window represented by (1) is applied to remove the
effects of abrupt changes at the signal edges. This follows extracting the frequency components and it is done
by computing the discrete fourier transform (DFT) of the source signal. For any speech signal x[n], the DFT
can be calculated using the (2).

h[x] = (1− δ)− δcos

(
2πn

L− 1

)
(1)

X[k] =

N−1∑
n=0

e
−2πjn

N (2)

The third step involves computing the power spectrum of the DFT. Finally, the mel-scale is applied
to the power spectrum. This step ensures that the frequency components obtained from the speech signals fall
within the range of human hearing perception. The mel-scale of x[n] can be represented as given in (3). The
process of MFCC extraction is depicted in Figure 4. Each speech segment gives 13 MFCC features and the
features for all words are arranged in a matrix form with the class labels. This will be subsequently used in
modeling as a feature matrix. The complete procedure for modeling is explained in the next subsection.

M(x[n]) = 1127ln(1 + x[n]/700) (3)

Figure 4. Frame-wise MFCC feature extraction from a source speech signal

3.3. Digit modeling with convolutional neural network
The model building starts by obtaining the features using the procedure discussed in section 3.2..

The proposed CNN architecture for modelling Hindi digits is shown in Figure 5. The method will process
the feature matrix through a series of layers called hidden layers. Each hidden layer has convolution, pooling
and activation functions. The proposed digit recognition architecture has 3 such layers as shown in Figure 5.
First, the input feature matrix is convoluted with a kernel represented as a square matrix. The convolution is
a simple cross-correlation between two matrices. This operation is followed by a pooling step in which the
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resultant matrix obtained from the convolution operation is down-sampled using statistics such as max, min,
and average. The results obtained from the pooling operation are filtered through a non-linear function called
the activation function. Generally, the classification capability of a CNN depends on the type of activation
functions used. The selection of the activation function is a crucial step in designing the CNN architecture. In
the present work, we studied the behaviour of the network with different combinations of activation functions
[25] at different layers and the one with the highest recognition rate was chosen. The activation functions
used for the study are shown in Table 2. Each function exhibits different nature and the performance of the
model varies with the activation function being used at different layers. The results observed with the activation
functions are discussed in the next section.

Figure 5. CNN model for digit recognition

Table 2. Activation functions used in different models
S. No Activation function Description

1. Softplus softplus(Xi) = log(1 + eXi )

2. Softmax softmax(Xi) =
eXi∑N

j=1 e
Xj

3. tanh tanh(Xi) =
exi −e−xi

exi +e−xi

4. RELU RELU(Xi) = max(0, Xi)

5. ELU ELU(Xi) = xi if Xi > 0, αeXi − 1 if Xi ≤ 0
6. SELU SELU(Xi) = λXi if Xi ≥ 0, SELU(Xi) = λαeXi − 1 if Xi < 0

4. EXPERIMENTAL SETUP AND RESULTS
This section discusses the environment used for conducting the experiments and the results obtained

from the experiments. For this work, we implemented the algorithms and procedures as Python programs using
the Librosa, Keras, and Tensorflow libraries. We used librosa to implement the MFCC extraction algorithm,
while Keras and Tensorflow were used for the CNN implementation. Figure 6 shows spoken utterances of
Hindi digits spoken by a single speaker. We can observe that each spoken word has its waveform structure,
from which distinct features can be extracted. We built models with different activation functions, as previously
mentioned. Table 3 shows the performance of the CNN model for different combinations of the datasets and
activation functions. The present study considers the Hindi digit dataset spoken by native Hindi speakers,
non-native speakers, and combined speakers. This is to understand the influence of the accent of a speaker
on the recognition system. While understanding this influence, the optimal model is chosen by observing the
performance of the CNN model with different activation functions.

The study considers activation functions Softplus, exponential linear unit (ELU), rectified linear unit
(ReLU), scaled exponential linear unit (SELU), and Tanh in the input layers whereas Softmax and Softplus
are in the output layer. For the Telugu speaker’s spoken Hindi dataset, the model uses SELU in all the input
layers and the Softplus function at the output layer gives the highest recognition rate of 88.44%. The model
with SELU in all the input layers and Softmax at the output layer performs well for native Hindi speakers with
a recognition rate of 95.15%. We observed that the Hindi-spoken digit model is optimal with the activation
function SELU in the hidden layers and Softplus in the output layer. A hybrid model with RELU, ELU, RELU,
and Softmax functions used at different layers gave the next highest performance on the combined dataset.
The model has given the highest recognition rates of 88.44%, 95.15%, and 89.41% for non-native, native,
and combined datasets respectively. The lowest recognition rate for the non-native Hindi dataset, native Hindi
dataset, and the combined dataset is observed for the tanh function.
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Figure 6. Hindi Spoken digits for a single speaker

Table 3. Performance of CNN for the training dataset with different activation functions

S. No
Activation function Recognition rate (%)

Layer-1 Layer-2 Layer-3 Output LBRCE IITG Combined
1 Softplus Softplus Softplus Softmax 85.24 91.07 88.66
2 ELU ELU ELU Softmax 87.37 92.09 88.42
3 SELU SELU SELU Softmax 86.51 95.15 88.35
4 ELU SELU RELU Softmax 87.61 94.64 87.46
5 RELU RELU RELU Softmax 88.28 92.87 88.14
6 SELU SELU SELU Softplus 88.44 93.36 89.41
7 Tanh Tanh Tanh Softmax 71.98 86.73 75.71
8 RELU ELU RELU Softmax 86.18 91.83 88.72
9 SELU ELU SELU Softplus 84.09 94.38 87.87

5. CONCLUSIONS
In this paper, we investigated the CNN architecture to design the speech recognition model for the

Hindi spoken data. The models used for recognizing the spoken data use MFCC as the major features to
capture the essential patterns. Different activation functions were assessed to determine the most optimal
activation function for the proposed model. The study also identified the appropriate activation functions for
various layers. To test the model, the Hindi spoken digit dataset was used, collected from speakers belonging
to different regions of India. The results showed that the proposed model efficiently recognized digits with a
decent recognition rate for each digit.
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